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Abstract: This study addresses the challenges of ship spare parts management, a critical task for ensuring maritime safety and opera-

tional efficiency. Due to the large number of components and reliance on manual processes, inventory discrepancies often occur, 

increasing the risk of safety incidents. To address these challenges, this research investigates transfer learning algorithms for the clas-

sification of ship spare parts. Pre-trained models, including Xception, DenseNet-201, InceptionV3, and NASNet-Large, were fine-

tuned using MATLAB with the ImageNet dataset. Among the models tested, DenseNet-201 demonstrated superior performance with 

the lowest loss function and the highest validation accuracy. Its dense connectivity structure proved effective in minimizing misclassi-

fications and enhancing recognition accuracy. These findings suggest that DenseNet-201 is the most suitable model for ship spare parts 

classification. Future work will focus on developing a real-time spare parts management system incorporating this model. The system 

aims to optimize operational efficiency, reduce human error, and adapt to changing requirements through automated alerts and reporting 

functionalities. 
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1. Introduction 
Effective spare parts management is essential for ensuring the 

safety and efficiency of maritime operations. Proper inventory of 

spare parts on ships prevents additional risks during emergencies 

such as equipment failures or accidents. Without adequate manage-

ment of spare parts, the safe operation of ships is compromised. The 

International Maritime Organization (IMO) and the International As-

sociation of Classification Societies (IACS) have established various 

regulations concerning ship safety and operation [1][2]. In particular, 

the International Convention for the Safety of Life at Sea (SOLAS) 

and ISM 2008 Amend / Part A / 10 specify guidelines for ensuring 

the safe operation of ships, including mandatory management of re-

quired spare parts [3]. Ships are therefore obligated to manage 

spare parts in compliance with these guidelines. 

Ships are equipped with a variety of mechanical and electrical 

systems, each requiring numerous spare parts for maintenance. 

Managing these parts, especially the mandatory spare parts spec-

ified by regulations, is a complex and labor-intensive task. Cur-

rently, crew members rely heavily on manual processes to 

oversee spare parts inventory, spending approximately 20% of 

their working hours on such tasks [4]. This involves comparing 

inventory items with blueprints and part numbers, which are not 

only inefficient but also prone to human error. For instance, dis-

crepancies between actual and recorded inventory levels can pre-

vent timely replacement of parts during emergencies, potentially 

leading to significant accidents [5]. 

There is a need for a maritime spare parts management method 

that reduces human involvement. This study proposes a model 

using transfer learning to improve operational efficiency and sta-

bility in ship operations. 

In the logistics industry, various classification technologies 

such as barcodes, RFID, and QR codes are already widely used 

for inventory management [6]-[8]. However, these systems face 

challenges when applied directly to maritime environments. As-

signing individual codes to each component increases the work-

load of crew members, and the diverse supply chain characteris-

tics of ship parts make it difficult to standardize product numbers. 

Furthermore, damage to barcodes or other identifiers can hinder 
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the identification of spare parts [9]. 

This study focuses on exploring classification methods for 

ship spare parts using transfer learning models. The goal is to 

develop an efficient classification model that improves the accu-

racy of spare parts recognition and categorization while utilizing 

a minimal dataset [10]. Effective classification models typically 

require large datasets for training, which poses limitations in 

terms of resources. To address this issue, the study leverages pre-

trained models from other industries to develop a classification 

model for ship spare parts. Transfer learning accelerates the train-

ing process, reduces the amount of data needed for training, and 

applies pre-learned knowledge to new tasks [11]. Models trained 

on large-scale datasets like ImageNet, which contains millions of 

labeled high-resolution images, can recognize diverse image fea-

tures and patterns [12]. 

Therefore, this research aims to classify spare parts using 

transfer learning and optimize a model that can be applied to de-

velop a spare parts management system tailored to maritime en-

vironments [13]. 

2. Current Status and Regulations for Ship

Spare Parts Management 
Ships are equipped with a wide range of machinery essential 

for maritime operations and environmental conditions. Maintain-

ing this machinery is critical to ensuring the safe and reliable op-

eration of ships. On average, a ship contains more than 200 types 

of machinery, and considering the associated spare parts and con-

sumables, approximately 62,000 spare parts are required to sup-

port operations. 

While ships are obligated to maintain and manage spare parts 

as stipulated by regulations, challenges arise from the diversity 

of manufacturers supplying these parts and the lack of standard-

ized supply chains for individual vessels. Currently, the manage-

ment of spare parts is primarily carried out by crew members re-

sponsible for each piece of equipment. Due to the large volume 

of spare parts and the need to manually compare them with sche-

matics, the management process is inefficient. Human errors in 

this process can result in discrepancies or omissions in inventory, 

leading to the risk of severe maritime accidents in emergency sit-

uations [14]. 

To mitigate these issues, the International Maritime Organiza-

tion (IMO) enforces the management of legally mandated spare 

parts through the International Convention for the Safety of Life 

at Sea (SOLAS). Legally required spare parts refer to essential 

Table 1: Examples of Mandatory Spare Parts Specified by Reg-

ulations 

Type 
Navigation Area 
Ocean 
Area 

Coastal 
Area 

Cylinder Liner 1 
Cylinder Cover 1 
Cylinder Valve 

- Exhaust Valve Assembly 1 per cylinder 
- Intake Valve Assembly 1 per cylinder 

- Starting Valve Assembly 1 
- Safety Valve Assembly 1 
- Fuel Valve Assembly 1 per engine 

Connecting Rod Bearing 1 per cylinder group 
Piston 1 per cylinder 

Piston Ring 1 per cylinder 
Piston Cooling System 1 per cylinder 

Caps for Fuel Injection Pump 6 per engine group 
Cylinder Lubricator 1 none 

components and equipment that must be managed according to 

regulations to ensure the safe operation of vessels. These require-

ments, including the types and quantities of spare parts, vary 

based on factors such as the type of vessel, its size, and its oper-

ational area, and are subject to periodic review and updates [15]. 

The maintenance of seaworthiness and operational safety is 

stipulated under Article 26 of the Ship Safety Act, while Chapter 

12 of the Standards for Ship Machinery outlines the requirements 

for spare parts, tools, and equipment. Table 1 provides examples 

of mandatory spare parts specified in the regulations, particularly 

for propulsion systems, such as main engines. 

Establishing an automated spare parts management system is 

essential for enhancing operational efficiency and safety. Such 

systems should include features for automated inventory track-

ing, spare parts ordering and supply chain management, expira-

tion tracking, automated storage, usage history tracking, and 

spare parts analysis and reporting. This study focuses on the iden-

tification process for spare parts, which is foundational for effec-

tive ship spare parts management [16]. Advanced technologies, 

such as AI-based identification systems, offer the potential to 

overcome the limitations of traditional methods and significantly 

improve the efficiency and reliability of spare parts management 

[17]-[19]. 

3. Proposed Model for Ship Spare Parts

Management Using Transfer Learning 
This study aims to classify spare parts for ship equipment by 
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Figure 1: Training Diagram of Ship Spare Parts Classification 

Model 

training four models—Xception, DenseNet-201, InceptionV3, 

and NASNet-Large—chosen for their accuracy[20]-[24]. Each 

model underwent training, and the results are compared. Follow-

ing the training, the models were validated with a separate dataset 

to determine recognition accuracy and identify the most suitable 

model. Figure 1 illustrates the workflow for this study on spare 

parts classification models. 

3.1 Data Preparation and Processing 
To train the prediction model using transfer learning, a dataset 

containing actual ship machinery spare parts is utilized. The 

study focused on essential spare parts for the HIMSEN engine, a 

four-stroke generator manufactured by Hyundai Heavy Indus-

tries with the highest market share. Table 2 shows the eight types 

of spare parts selected for the study and the legally required quan-

tities. 

Table 2: Types of Images and Required Quantities 

Types Label 
Demanded Quantity in 

Law 
Atomizer 000 6 

F.O Injection 
Pump 001 1 

F.O Valve 002 1 
Main Bearing 003 1 
Piston Ring 004 4 

Valve Spindle 005 2 
Valve Spring 006 2 

Valve Seat 007 2 

Figure 2: Example of the Dataset 

The dataset includes 500 images for each of the eight spare 

parts (a total of 4,000 images) for training and validation. An ad-

ditional 50 images per part (totaling 400 images) are reserved as 

an independent validation dataset. For training and validation, the 

dataset was split into a 7:3 ratio, comprising 350 training images 

and 150 validation images per part, with the independent dataset 

uses exclusively for testing.   

The dataset is processed to resize images to fit the require-

ments of pre-trained models, which use sizes such as 128×128 

pixels for training. This resolution is chosen to balance training 

time and classification accuracy, as excessively small images 

might cause errors or overfitting during training. Figure 2 pre-

sents an example of the dataset uses in this study. 

3.2 Neural Network Training for Ship Spare Parts Man-

agement 

3.2.1 Key Characteristics of Neural Networks 

This subsection outlines the primary characteristics of the neu-

ral network models used in this study, including their input size, 

network type, number of layers, model size, number of classes,  
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and parameter count. These factors are carefully considered to 

ensure the selection of models capable of accurately classifying 

ship spare parts. 

DenseNet-201, Xception, InceptionV3, and NASNet-Large 

are employed as pre-trained models for transfer learning. Each 

model features distinct architectural advantages: DenseNet-201's 

densely connected layers enhance feature propagation and reduce 

information loss; Xception optimizes the depthwise separable 

convolution for efficient feature extraction; InceptionV3 bal-

ances depth and computational efficiency; and NASNet-Large, 

designed through neural architecture search, achieves state-of-

the-art performance with a larger parameter set. The key charac-

teristics of these models appear in Table 3. 

These models are selected based on their compatibility with 

the dataset’s characteristics and the computational resources 

available. DenseNet-201, in particular, stands out for its efficient 

use of parameters, making it suitable for tasks with smaller da-

tasets. The evaluation of these models provides insights into their 

applicability for real-world ship spare parts classification tasks. 

3.2.2 Training Parameters 

The models are trained using parameters listed in Table 4. The 

Adam optimizer is employed to adjust weights during training, 

with an initial learning rate of 0.0001 and a learning rate drop 

factor of 0.1 every 10 epochs. The batch size is set to 4, and  

early stopping is applied with a patience of 15 epochs to prevent  

overfitting. 

Table 4: Options and Values for Model Learning  

Option Value 
Optimizer Adam 

Initial Learning Rate 0.0001 
Learning Rate Drop Pe-

riod 
10 

Learning Rate Drop Fac-
tor 

0.1 

Epochs 1 
Batch Size 4 

Momentum 0.9 
Early Stopping Patience 15 
Execution Environment GPU 

The training process is conducted using MATLAB's Deep Net-

work Designer, leveraging the computational capabilities of a 

GPU to accelerate the learning process. These configurations en-

sure efficient training and testing of the models. 

4. Model Training and Results
This section details the training process and results obtains 

from applying transfer learning models to the classification of 

ship spare parts, including the visual representation of accuracy 

and loss. 

4.1 Training Process 

The classification models use in this study—Xception, Dense-

Net-201, InceptionV3, and NASNet-Large—aree trained using a 

dataset consisting of 4,000 images. Among these, 3,500 images 

are allocated for training, while the remaining 500 are used for 

validation. The training process is conducted over 50 epochs, 

with performance metrics including training accuracy, validation 

accuracy, loss function values, and misclassification rates being 

monitored to evaluate each model's effectiveness. 

Key training parameters are configured as follows: the Adam 

optimizer is employed with an initial learning rate of 0.0001, a 

learning rate drop factor of 0.1, and a drop period of 10 epochs. 

The batch size is set to 4, and early stopping was applied with a 

patience threshold of 15 epochs to prevent overfitting. The train-

ing is executed in a GPU-accelerated environment to reduce 

computational time and ensure efficient learning. 

Figure 3 illustrates the training and validation accuracy, as 

well as the loss values, for each model over 50 epochs. Dense-

Net-201 demonstrated the most stable convergence and the low-

est loss value throughout the training process, indicating superior 

learning efficiency [25]. 

4.2 Training Results 
The training outcomes for the four models are summarized in 

Table 5. DenseNet-201 achieved the highest validation accuracy 

Table 3: Parameters and Values of Neural Networks 

Neural Network First Layer Input 
Size 

Type of Net-
work 

Number of Lay-
ers 

Model Size 
(MB) 

Number of Clas-
ses 

Parameters (Mil-
lions) 

Xception 299×299×3 DAG* 71 85 1000 22.9 
DenseNet-201 224×224×3 DAG 709 77 1000 20.0 
InceptionV3 299×299×3 DAG 316 89 1000 23.9 

NASNet-Large 331×331×3 DAG 1042 360 1000 88.9 
*DAG(Directed Acyclic Graph) 
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Table 5: Training Results of Transfer Learning Models 

Model Training
Accuracy 

Validation 
Accuracy 

Loss 
Value 

Misclassification 
Count 

Xception 98.76% 96.80% 0.0234 13 

DenseNet-
201 

99.24% 98.50% 0.0113 6 

InceptionV3 98.92% 97.20% 0.0187 9 

NASNet-
Large 

98.40% 95.70% 0.0311 15 

and the lowest loss value, demonstrating superior performance 

compared to the other models. 

Among the models evaluated, DenseNet-201 demonstrated the 

best overall performance, achieving a validation accuracy of 

98.50% and a loss value of 0.0113. Its densely connected layers 

effectively minimized information loss during training, enhanc-

ing learning efficiency. Additionally, DenseNet-201 exhibited the 

lowest misclassification count (6), further validating its reliabil-

ity in the classification of ship spare parts. 

In comparison, Xception and InceptionV3 delivered competi-

tive performance but are slightly less accurate than DenseNet-

201. The validation accuracies for Xception and InceptionV3 

were 96.80% and 97.20%, respectively, with slightly higher loss 

values and misclassification counts.   

NASNet-Large, despite its complex architecture and strong 

performance in other applications, showes the lowest validation 

accuracy and the highest loss value in this study. This result can 

be attributed to the relatively small size of the dataset and the 

high computational complexity of NASNet-Large, which may re-

quire larger datasets to fully utilize its capabilities. 

After training is completed, the models are evaluated using an 

independent dataset of 400 images that are not used during train-

ing. The evaluation results are visualized using confusion matri-

ces, as shown in Figure 4. A confusion matrix is a tool used to 

assess the performance of a classification model by presenting 

the relationship between actual labels and predicted labels in a 

tabular format. It allows us to analyse how accurately the model 

classifies each category and identifies the misclassified samples. 

The evaluation results are further analysed using accuracy met-

rics and misclassification counts for comparative analysis[26].  

Figure 3: Training Results of Accuracy and Loss for Each Model 
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Figure 4: Confusion Matrix of each Models 

These findings are illustrated in Figure 4. 

DenseNet-201 achieves the lowest misclassification rates 

across the categories, reinforcing its suitability as the optimal 

model for this application. 

4.3 Analysis and Discussion 
The results confirm that DenseNet-201 is the most effective 

model for classifying ship spare parts. Its dense connectivity ar-

chitecture facilitates the efficient propagation of gradients and in-

formation, resulting in higher accuracy and lower error rates 

compared to other models. The model's ability to achieve supe-

rior performance with minimal misclassifications underscores its 

applicability in practical maritime environments. 

The evaluation also highlights the limitations of NASNet-

Large, which, due to its complexity, performed sub optimally in 

this study. This suggests that the choice of model should consider 

the dataset size and computational constraints inherent to the ap-

plication domain. 

In summary, DenseNet-201 outperforms the other models and 

is identified as the most suitable model for ship spare parts clas-

sification. These findings will serve as the foundation for devel-

oping an automated spare parts management system, contrib-

uting to improved operational efficiency and safety in maritime 

applications. 

5. Conclusion
This study aimed to enhance the management of ship spare 

parts by developing an efficient classification model using trans-

fer learning and convolutional neural networks (CNN). The re-

search investigated four advanced pre-trained models—Xcep-

tion, DenseNet-201, InceptionV3, and NASNet-Large—to eval-

uate their suitability for ship spare parts classification. The ex-

perimental results demonstrate that DenseNet-201 exhibited su-

perior performance in terms of accuracy, loss value, and misclas-

sification rate compared to the other models. 

The DenseNet-201 model achieved the highest validation ac-

curacy (98.50%) and the lowest loss value (0.0113). Its dense 

connectivity architecture minimized information loss during 

training and facilitated the propagation of features and gradients, 

resulting in effective learning. Furthermore, DenseNet-201 

demonstrated a misclassification count of only six, indicating its 

high reliability in distinguishing between different categories of 

ship spare parts. These results confirm that DenseNet-201 is the 

most suitable model for practical applications in the maritime in-

dustry. 
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In contrast, models such as Xception, InceptionV3, and 

NASNet-Large, while competitive, fell short of DenseNet-201's 

performance. NASNet-Large, in particular, exhibited suboptimal 

results, likely due to its higher computational complexity and re-

liance on larger datasets, which were not available for this study. 

This finding underscores the importance of selecting models tai-

lored to the specific constraints and characteristics of the dataset 

and application domain. 

Future research will focus on integrating DenseNet-201 into a 

real-time spare parts management system, expanding the dataset 

for improved model robustness, and incorporating advanced fea-

tures such as predictive maintenance and automated alerts. This 

study establishes a foundation for leveraging machine learning to 

enhance efficiency and safety in ship spare parts management. 
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