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Abstract: In smart systems such as smart factories and smart logistics centers, vision inspection or volume measurement automation 

systems that reverify the damage status and size of products are essential. Existing methods have limitations in that they use many 

sensors for development or require a large installation space, which results in high construction costs. Therefore, in this study, we 

propose an object-volume measurement system based on image segmentation using a two-dimensional (2D) camera and a time-of-

flight (TOF) sensor. The proposed system captures product images using a 2D camera and determines the pixel area of the product 

using an image-segmentation model. The height of the product is then obtained using a TOF sensor, and the horizontal and vertical 

lengths of the object are output through a conversion equation that converts one pixel to millimeters based on the height information. 

The proposed system has the advantage of low construction costs because it does not require expensive equipment such as 3D cameras 

or radio detection and ranging (RADAR) and can be easily installed in various environments. Thus, it is possible to easily build a 

volume measurement system, even with a limited structure, contributing to logistics automation. 
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1. Introduction 
With the development of technologies such as artificial intelli-

gence and robotics, process automation solutions [1]-[4] have 

been distributed to automated facilities such as smart factories 

and smart logistics centers. Among these, volume measurement 

technology [5]-[7] can achieve automation in processes such as 

optimizing the loading space and billing delivery costs by iden-

tifying the physical specifications of the target product. If these 

processes are automated, incorrect delivery, damage, and cost 

losses that occur during the logistics process can be prevented. In 

addition, when a customer receives product delivery in the last 

mile, vision inspection is a key technology that automatically re-

ceives the physical information of the product and enables quick 

delivery. Thus, if a vision inspection technology for measuring 

the volume of a product is developed, the waste of submission 

costs caused by manpower and errors in the verification and sub-

mission steps can be reduced. 

The dimensions, weighting, and scanning (DWS) system is 

representative of the volume measurement equipment. The DWS 

system measures the volume and weight of products on the con-

veyor belt and scans the codes attached to the products. DWS 

systems use several cameras or laser sensors to measure the vol-

ume of a product. However, the application of a DWS system 

incurs high costs, because it requires many sensors. Moreover, 

because it requires a large installation space, it has the disad-

vantage of being difficult to use for reception process in the last-

mile stage. In addition, lighting is not constant for measuring the 

volume at the dealership accepting the parcel, making it difficult 

to measure using only an image-processing algorithm that uses 

the differences between pixels. Therefore, to use the volume 

measurement system in the last-mile stage, we must consider the 

characteristics of minimizing environmental influences and ease 

of construction. 

Image segmentation is a technology that determines the pixel-
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level area of the target to be detected and can accurately deter-

mine the horizontal and vertical information of an object from an 

image captured by a 2D camera [8]-[10]. Additionally, a TOF 

sensor can emit light to an object and measure the distance 

through the returning light and obtain information about the 

height. Therefore, if a volume measurement system is built by 

combining a 2D camera and TOF sensor costs are minimized. 

Moreover, if data that varies depending on lighting to learn a deep 

learning-based image segmentation model is used, the area of the 

object can be determined accurately even under the influence of 

lighting. 

In this study, we propose a volume measurement system that 

measures the volume of an object using only a small space, 2D 

camera, and Time-of-Flight TOF) sensor. The proposed system 

measures the volume using only a 2D camera from above the 

floor and a TOF sensor. The image collected from the 2D camera 

was used to determine the pixel area of the object using an object-

segmentation module. The proposed system uses a TOF sensor 

to determine the height of an object. Finally, we propose a con-

version equation that converts the height obtained from the TOF 

sensor into the actual pixel length and calculates the actual hori-

zontal and vertical lengths. The segmentation module of the pro-

posed system identifies objects using YOLACT [10], a light-

weight model, to accurately determine the pixel area of the ob-

ject. In addition, because the system can be built using only low-

cost sensors, it has the advantage of a low construction cost. 

The remainder of this paper is organized as follows: Section 2 

explains the trends in related research on existing volume meas-

urement methods; Section 3 discusses the proposed system in de-

tail. In Section 4, a verification is performed using test objects to 

evaluate the performance of the proposed system, and Section 5 

presents the conclusions. 

2. Related Works

2.1 Image-based Volume Measurement Method 
Image-based volume measurement is a method of measuring 

the length by finding the pixel area of the target in image data 

and converting it to actual units. In the medical field, image seg-

mentation is used to detect abnormal areas in photographs of the 

human body and calculate their size, such as using image seg-

mentation to find tumors in the brain or liver and estimate their 

length [11]-[12]. Moreover, in architecture, previous studies have 

investigated methods for finding cracks and calculating their 

length using image segmentation [13]-[14] or methods for 

estimating the volume of a sample [15]. In the studies, the prior-

ity was to find the target using image segmentation, and because 

the actual length of the pixel is fixed in length estimation meth-

ods, it is not considering various reference heights when measur-

ing the volume of an object. 

The existing research on methods for measuring object volume 

by collecting images with a camera is as follows: Won et al. pro-

posed a method for measuring the size of an object by installing 

a camera at a set distance, detecting the outer line of a rectangular 

object using edge detection, and determining the vertex [16]. 

This method can measure the width, length, and height of a rec-

tangular object using only a 2D camera; however, it is applicable 

only to square objects and has the disadvantage of making accu-

rate edge detection difficult if the color of the object is similar to 

that of the background. Hong et al. [17] proposed a method for 

estimating the volume of a pear by placing four multi-depth cam-

eras on the side. However, this method has the disadvantage of 

high construction costs because it uses four multi-depth cameras. 

Khojasthnazhand et al. determined the maturity of photographed 

apricots using volume estimation [18]. The background and noise 

were removed from apricot images captured with a camera, and 

the features obtained through feature extraction were analyzed 

using latent Dirichlet allocation (LDA) [19] and quantitative de-

scriptive analysis (QDA) [20]. However, this method has the dis-

advantage that the lighting and background are fixed in the video 

shooting environment; therefore, the proposed algorithm cannot 

be applied in the same order. Therefore, to disseminate automatic 

volumetric measurement systems to various fields and locations, 

research on methods that are robust against lighting changes with 

low construction costs is required. 

3. Proposed System

3.1 Structure of the Proposed System 
The hardware of the proposed system was designed using 

cameras and TOF sensors arranged to capture the target from the 

top to bottom. The flow of the designed volume measurement 

system is shown in Figure 1. 

First, the system captured 2D and TOF images from the cam-

era and TOF modules. To minimize sensor errors, TOF images 

were captured for 1 s, and the average was calculated. For 2D 

images, the pixel area of the object was extracted using the seg-

mentation model, and the width and height of the object in pixel 

units were obtained by defining the border as a square from the 

result of detecting only the pixel area. 



Two-dimensional camera and TOF sensor-based volume measurement system for automated object volume measuring 

Journal of Advanced Marine Engineering and Technology, Vol. 47, No. 6, 2023. 12       421 

Figure 1: Process of the proposed system 

In the 2D depth data array obtained from the TOF image, the 

value of the portion occupied by the target was obtained using 

the size difference from the floor surface to obtain the depth re-

sults in millimeters. To convert the pixel values of the width and 

height into actual length units, we estimated their millimeter val-

ues by substituting the detected depth into a pixel-to-millimeter 

conversion formula. The pixel-level conversion formula was ob-

tained by applying curve fitting to the pixels captured by the cam-

era to the height measured by the TOF sensor, as described in 

detail in Section 3.3. In the following sections, the process of ob-

taining the width and height of the object in each flow of the pro-

posed system is explained, and the process of obtaining the 

height using a TOF image and converting the length in pixels to 

actual units is described in detail. 

3.2 Process of acquiring the Width and Height Pixel of an 

Object using a 2D Camera 
Existing methods involve the extraction of the physical infor-

mation of a target using image-processing algorithms in a desig-

nated image-shooting environment. The disadvantage of these 

methods is that, if the lighting or surrounding environment 

changes during filming, the parameters of the image-processing 

algorithms must be adjusted accordingly. To address this short-

coming, this study uses a deep-learning-based image segmenta-

tion method to extract the physical information of the objects. 

The process of acquiring pixel information through image seg-

mentation using the proposed system is illustrated in Figure 2. 

Figure 2: Pixel length extraction process 

First, the captured box image was input into the segmentation 

model to obtain pixel-level results. In the proposed system, we 

used YOLACT, a lightweight deep-learning model, as the seg-

mentation model to achieve fast processing. YOLACT learns the 

pixel output of an object and outputs the pixel area. The data used 

for learning included a dataset constructed in various lighting en-

vironments to achieve a robust effect against lighting changes. 

The segmentation output obtains edge information using the 

Canny algorithm, an edge-detection algorithm that defines the 

outline using the Hough transform and defines the object area as 

a rectangle with the MinareaRect function in OpenCV. The sys-

tem then determines the width and height of an object based on 

the width and height of the defined square. 

3.3 Depth Acquisition Process using the TOF Module 
The proposed system uses a TOF module to obtain actual in-

formation regarding the depth of the target and physical infor-

mation to convert pixels into actual length units. The TOF mod-

ule is responsible for using the TOF sensors and processing their 

data. A TOF sensor measures distance by measuring the time re-

quired to emit light, reflect it, and return it. This is inexpensive 

and enables quick data acquisition. The process of acquiring the 

depth in the proposed system is shown in Figure 3. 

Figure 3: Process acquiring the depth length of a target using a 

TOF module 
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When an object was placed in front of the TOF module, as 

shown in Figure 3, the TOF data were collected for 1 s. The size 

of the measured array varied depending on the resolution of the 

sensor, and sensor error was minimized by collecting data for 1 

s. Then, 𝐴𝐴𝐴𝐴𝐴𝐴1 was obtained by calculating the average of the ar-

ray collected for 1 s. The height of the object was obtained by 

subtracting it from the height at which the TOF sensor was in-

stalled (𝐷𝐷1 ). From the array obtained in this manner, through 

thresholding, it was possible to obtain 𝐴𝐴𝐴𝐴𝐴𝐴2, which had only the 

height of the object area, and the rest was zero by excluding the 

low value judged as the floor. Finally, the depth was estimated by 

calculating the average of the nonzero values in 𝐴𝐴𝐴𝐴𝐴𝐴2. 

3.4 Estimation of the Millimeter Size using the Pixel-To-

Millimeter Conversion Formula 
When the physical information of a target is identified in pixel 

units, it is converted into actual length units. In this study, we 

proposed a millimeter-per-pixel conversion formula using the 

distance to the target and FOV of the TOF sensor, and applied it 

to length conversion. The relationship between the distance to the 

target, FOV of the TOF sensor, and pixel-to-millimeter conver-

sion is shown in Figure 4. 

Figure 4: Process of acquiring the depth length of a target using 

a TOF module 

In Figure 4, assuming the maximum angle 𝑓𝑓𝑓𝑓𝑓𝑓 that the TOF 

sensor is shooting and the height between the camera and the 

floor is ℎ, the equation for the shooting angle 𝜃𝜃 of the TOF image 

for one pixel of the captured image is 

θ =  𝑓𝑓𝑓𝑓𝑓𝑓
𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ)

  ,       (1) 

Using the image angle 𝜃𝜃 and height ℎ occupied by one pixel, 

the length ratio of one pixel can be obtained using Equation (2), 

𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =  ℎ
tan(𝜃𝜃).  (2) 

Using this method, we obtained the pixel of the image and con-

verted it to millimeters by multiplying it by the horizontal and 

vertical pixels of the object. This method has the advantage of 

not requiring other calibration tasks because the same formula 

can be applied depending on the height of the camera. 

4. Results

4.1 Experimental Settings 
To evaluate the performance of the proposed system, a hard-

ware 2D camera of the volume measurement system used a 4K 

wide-angle camera sensor, and a TOF camera used a TOF sensor 

that receives 8 × 8 data in the height at which the volume-meas-

urement module was installed is 850 mm, and a white board was 

used as the floor to place the object to be measured. The compu-

ting device used for the measurement was a Jetson Xavier NX, 

an edge-computing device, and it was verified in two cases: when 

all the lights were turned on indoors and when half of the lights 

were turned off. The objects used in the test were post office 

boxes (mainly used for delivery reception), boxes of various col-

ors, and boxes wrapped in plastic. In the case of a box wrapped 

in plastic, the physical information included the maximum width 

and height. The height was determined by measuring the maxi-

mum value and height of the box inside and determining the 

height as the median value. The objects used in the tests are 

shown in Figure 5. 

Figure 5: Test object image 

In this study, we collected and trained the YOLACT learning 

dataset, which was used as the segmentation model. The dataset 

consisted of 8,000 images collected from four different locations 

with different lighting on eight objects. Among the collected im-

ages, 6,000 were used for learning, 1,000 for verification, and 

1,000 for testing. 
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4.2 Result and Discussion 

4.2.1 Comparative Analysis of the Volume Measurement Perfor-

mance 

To compare the volume measurement performance of the pro-

posed system, each test object was measured five times, and the 

error, which is the difference between the average length and 

ground truth, and mean average precision (mAP) of the segmen-

tation output were compared. The mAP is the union divided by 

the intersection of the predicted segmentation result and the 

ground truth, and is a representative indicator that evaluates 

whether the pixel area is accurately predicted. Table The quanti-

tative results are shown in Table 1 below.  

Table 1: Performance of the volume measurement system 

Category 
Length 

Category 
GT 

[mm] 

Predicted 
Output 
[mm] 

Error 
(GT – Out-

put) 
[mm] 

mAP 
[%] 

Object 1 
(Box1) 

Width 225 227 -2 
97.12 Height 285 293 -8 

Depth 250 255 -5 

Object 2 
(Box2) 

Width 245 242 3 
98.26 Height 160 172 -12 

Depth 61 66 -5 

Object 3 
(Vinyl) 

Width 291 283 8 
96.38 Height 272 240 32 

Depth 138 145 -7 

Object 4 
(Box3) 

Width 270 272 -2 
97.51 Height 180 188 -8 

Depth 150 151 -1 

According to Table 1, most of the predicted results were accu-

rately output within an error range of 10 mm. The area with the 

largest error was the height of vinyl object 3; however, an error 

exists in the estimation because the shape is more complex. This 

is discussed in detail later, along with an analysis of the segmen-

tation results shown in Figure 6. Although the depth depends on 

the performance of the TOF sensor, the depth of an object can be 

measured within 10 mm. In addition, the pixel area was found to 

have a high accuracy, even in the mAP metric. Images of the seg-

mentation results are shown in Figure 6.  

The segmentation results also show that the pixel area was ac-

curately determined despite lighting effects such as shadows and 

reflections. When compared with the quantitative comparison re-

sults for each object in Table 1, the segmentation results show 

that the mAP for the box was 97–98%, and that for unstructured 

Object 3 was the lowest at 96%. Based on these results and 

comparing them with the results in Table 1 show a 30-pixel dif-

ference in height when comparing the prediction results of Object 

3 in terms of pixel results. However, for Object 3, which had sim-

ilar heights, the pixel difference in height was as low as eight 

pixels. Therefore, the height error of Object 3, which is an atypi-

cal vinyl, was as large as 32 mm. In addition, to analyze the over-

all height error, we compared the width and height pixel errors of 

the segmentation output for the test case. Consequently, the width 

pixel error was 1–12 pixels on average, and the area was accu-

rately determined. However, the height pixel error was 12–30 

pixels, which shows that the error was larger than that of the 

width. Although it was found that the error was large according 

to the segmentation results, further research is required to im-

prove the segmentation performance of small areas to solve this 

problem.  

Figure 6: Segmentation output of the test object 

In addition, the average time required to obtain the segmenta-

tion results was long (7.5 s). This is because the resolution of the 
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image being processed was 4K; thus, the capacity of the image 

was large. Even if the image is lowered to FHD quality, it is be-

lieved that fast processing within 0.3 swill be possible with sim-

ilar segmentation performance. In addition, if the system is pro-

cessed on a server, this problem can be solved because high-per-

formance equipment can be used. 

We then compared the performance of the proposed system 

with those of similar previous studies and products. We com-

pared Won et al. [16], Hong et al. [17], and CLIS-500 [21], which 

can measure irregular volumes using a camera sensor from 

CASS. Because all three methods measure the volume of an ob-

ject using a camera sensor, they were judged to be appropriate 

for performance comparison. CLIS-500 can measure objects 

through 3D scanning using a structured light (SL) camera. Table 

2 shows the comparison results between the proposed system and 

the comparative models. 

Table 2: Comparison of the performance of the proposed system 

and those from other studies 

System Used Sensors 
Regular Object 
Measurement 
Performance 

Irregular Object 
Measurement 
Performance 

Proposed 
System 

2D Camera 
(4K), ToF Sen-

sor 
± 12 mm ± 32 mm 

Won et al. 
[16] 

2D Camera 
(1K) 

± 6 mm × 

Hong et al. 
[17] 

4 Stereo Cam-
era - ± 15.5 mm 

CLIS-500 
[21] 

SL Camera ± 10 mm ± 20 mm 

In Table 2, a regular object is an object that can accurately 

measure the width, length, and height of a rectangular parallele-

piped, such as a box, whereas an irregular object is a shape other 

than a rectangular parallelepiped and an object that is easily de-

formed, such as a vinyl object. According to the result compari-

son, the regular measurement error of the proposed system is ±12 

mm, which is the largest, compared to the other three cases. Won 

et al. had the smallest formal measurement performance at ±6 

mm; however, this method cannot measure dimensions of irreg-

ular objects and is limited by the camera installation location and 

lighting conditions. Therefore, it cannot be considered suitable as 

a volume measurement system for use in the last mile stage. In 

irregular measurements, the measurement error of the proposed 

system was ±32 mm, whereas it was the lowest (±15.5 mm) in 

Hong et al. [17]. However, because this method uses four 

expensive stereo cameras, the construction cost is high, making 

it difficult to build many systems. Lastly, CLIS-500 performed 

similarly to the proposed system and had an irregular measure-

ment performance of ±20 mm, which was more accurate than the 

proposed system, but the SL camera used is more expensive than 

a 2D camera. In addition, lighting must be fixed, making it diffi-

cult to use outdoors or in indoor areas close to the outdoors. The 

proposed system had a lower measurement performance than the 

other models; however, the system can be built for less than 

150,000 won using only low-cost sensors. Thus, it is a suitable 

volume measurement system for delivery reception and storage 

boxes that require mass manufacturing. 

5. Conclusion
In this study, we proposed an object-volume measurement sys-

tem that uses only a 2D camera and TOF sensor. The proposed 

system photographs the upper surface of the target using the 2D 

camera to obtain the horizontal and vertical pixel areas as well as 

the depth of the target using the TOF sensor. The proposed sys-

tem determined the pixel area of the target using YOLACT, an 

image segmentation model, and could accurately determine the 

pixel area of the target, even in reflections and shadows, owing 

to lighting effects. Then, using the depth of the target and FOV 

of the TOF sensor, the actual horizontal and vertical lengths were 

obtained using a formula for converting the image pixels into 

millimeters. To evaluate the performance of the proposed system, 

four test objects were selected and their accuracy was analyzed. 

It was confirmed that they showed a high estimation accuracy of 

less than 10 mm for each side. The segmentation model used in 

the proposed system was trained using a self-constructed dataset 

and achieved high performance in the mAP verification of the 

test images. However, real-time processing of high-definition, 

high-capacity images is time-consuming. To solve this problem, 

we plan to conduct research on a system capable of fast pro-

cessing, even with high-definition quality, by conducting re-

search on segmenting only the necessary areas. 
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