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Abstract: Image captioning, which aims to understand the context of an image, generates natural language using object feature vectors. 

This results in verbose sentences because they usually contain modifiers and objects. However, unlike human descriptions, the infor-

mation needed in natural environments must be simplified. Therefore, we propose a target-centered context-detection model that uses 

dual R-CNN to generate short sentences about subject-centered attributes to describe the behavior of the target. The proposed model 

consists of target context detection (TCD), which detects subjects and actions, and activity image caption, which generates sentences 

centered on actions. The proposed TCD uses two RCNN heads to estimate objects and their properties. In this process, we added target-

description region expansion to filter out unnecessary objects and encompass surrounding information. Afterward, the proposed activity 

image caption combines the feature vector and attributes of each target to generate a short description of the target-attribute pair. The 

proposed model can effectively convey information using brief rather than long sentences. 
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1. Introduction 
CCTV has become an essential element of modern urban cen-

ters used to prevent crime and maintain public order in public 

places. Existing surveillance systems only serve as records for 

follow-up management due to limitations in operating personnel. 

Recently, several studies have proposed technologies such as ob-

ject detection and tracking to make these systems completely un-

manned. However, these systems still play a limited role because 

they have no judgment function. This surveillance system re-

quires an understanding of objects for proactive response. 

Cameras can acquire vast amounts of information compared 

with other sensors. Many systems take advantage of this capabil-

ity and apply it to various tasks. Some studies suggest methods 

of processing visual information that combine it with language 

models to process large amounts of information. Image caption-

ing is creating a single sentence describing the primary situation 

of the image. Vinyals et al. [1] showed that images can be used 

as language based on deep learning. Since then, various studies 

have focused on generating sentences with more accurate and di-

verse expressions. However, when humans read, they prefer con-

cise and accurate sentences that contain diverse information ra-

ther than rich expressions. This characteristic is essential for sur-

veillance systems and industrial solutions such as CCTVs. 

Johnson et al. [2] provided detailed information about each ob-

ject by individually generating sentences from various objects in 

the image. They proposed a DenseCap with a structure that com-

bines an object-detection network and an image-captioning net-

work. The dense image captioning had the same encoder-decoder 

structure as existing image captioning. Because dense image cap-

tioning requires various object information from one image, cap-

tioning for each object is possible by extracting objects from the 

image as feature vectors at the encoder stage and passing them to 

the decoder. However, in this process, only a minimal area and 

associated objects, including surrounding information, are re-

moved, making it challenging to obtain behavioral information 

about the object. 
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Yang et al. [3] and Li et al. [4] analyzed entire images and 

acquired the background and context information of the objects 

that were lost while extracting them as feature vectors. This 

method can depict the interaction between an object and the sur-

rounding background but has the limitation of outputting only lo-

cal information. Shin et al. [5] proposed a description region ex-

pansion (DRE) that creates a cluster object by integrating highly 

related neighboring objects based on intersection over union 

(IoU) before passing the feature vector to the decoder. In this 

method, clustered objects are considered images and the interac-

tions between each object and surrounding objects are described 

in sentences. 

Sentences generated through dense image captioning are gen-

erally verbose because they include modifiers for the object and 

surrounding information. However, the information needed in 

natural environments, including surveillance systems, is more 

about objects and their actions rather than lengthy descriptions. 

In particular, a description of a specific target is necessary to 

quickly understand the information displayed on the screen. 

To solve this problem, we propose a target-centered context-

detection technique using dual R-CNN, which aims to generate 

short sentences about attributes centered on the subject rather 

than the focus of the existing encoder-decoder structure. The pro-

posed model connects two Faster R-CNNs before and after the 

target DRE (T-DRE), integrates them through object detection, 

target classification, and IoU comparison processes, and detects 

attributes with the integrated results. In this process, unnecessary 

objects are filtered out. The proposed target-context detection 

(TCD) can effectively convey information by expressing target 

objects and actions in the image. 

2. Related Works
2.1 Faster R-CNN 

Faster R-CNN [6] is a widely used object-recognition model 

from the R-CNN family. This model is the first end-to-end model 

in the R-CNN family. Due to its intuitive architecture, separated 

into region proposal network (RPN) and Fast R-CNN, object 

tracking [7]-[9], image captioning [10]-[12], OCR [13]-[15], and 

so on, are widely used in many image fields. RPN extracts fea-

tures using a single convolution layer for feature vectors obtained 

through the backbone network and uses a regressor layer to detect 

the object location and a classification layer to detect the proba-

bility that the object exists. The area where the object will exist 

and the probability that the object will exist in that area are 

detected. area compares The degrees of overlap between each de-

tected area with the previously created anchor box are compared. 

The final area where the object is located, and the classification 

information of the object existing within that area are extracted 

by Fast R-CNN.  

2.2 Description Region Expansion 
Existing dense image captioning acquires object information 

from object recognition to describe multiple objects within one 

image. Here, the bounding box of the object has only a minimal 

area. As a result, the sentence lacks surrounding information and 

only describes information about local objects. To solve this, 

Shin et al. [5] analyzed the correlation between adjacent objects 

by integrating the bounding boxes of objects based on IoU. 

The DRE analysis method first sorts bounding boxes in order 

of highest objectness score. Afterward, the size of the bounding 

box is expanded by 10%, and the IoU of the highest bounding 

box and the remaining bounding boxes are calculated. Here, 

bounding boxes with IoUs of 0.05 or higher are integrated to cre-

ate new bounding boxes. This process proceeds for all detected 

bounding boxes. Through this process, the newly created bound-

ing boxes become cluster objects that include the surrounding 

background, allowing object characteristics to be clearly de-

scribed. 

3. Proposed Technique
3.1 Overview of the Proposed Technique 

Figure 1:  Structure of proposed target-centered context-detec-

tion technique 

Existing image captioning may provide unnecessary infor-

mation because it generates sentences by analyzing objects in the 

entire image. To solve this problem, we propose a TDC technique 

that describes the target and its actions by integrating surround-

ing objects with the target. TCD consists of two Faster R-CNNs 
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that extract objects and actions and T-DRE that integrates the ex-

tracted objects. Faster R-CNN can only extract objects from a 

minimal object area. As a result, the objects lose surrounding in-

formation, and behavioral information cannot be extracted. T-

DRE creates cluster objects by integrating surrounding objects 

into the target object, among the objects extracted by R-CNN. 

Faster R-CNN further extracts the behavior of the target object 

from the cluster object. Figure 1 shows the overall architecture 

of the proposed technique. 

Images are input into the network with ResNet50 as the back-

bone and converted into feature vectors. Afterward, the object is 

detected by Faster R-CNN, and surrounding objects are inte-

grated by T-DRE to create a group of objects targeting humans. 

The bounding box of the object now includes the surrounding 

area and is further expanded to include surrounding information. 

The object interacts with other objects and the surrounding envi-

ronment. Therefore, we can estimate more accurate behavior by 

including surrounding information. Afterward, accurate target-

context information can be extracted by pooling this bounding 

box to extract local feature information and re-estimate it based 

on the behavior and activity captions using Faster R-CNN, the 

head of R-CNN, and long short-term memory (LSTM). 

 3.2 Target-Description Region Expansion 

Figure 2:  Flow of target-description region expansion 

To describe the behavior of objects in an image, all objects in 

the image must first be recognized. For this purpose, Faster R-

CNN, which has the advantage of high object-detection accuracy, 

is used to predict the type and location of objects in the image. 

The detected objects have a minimum region of interest, limiting 

their behavior description. To describe their behavior, we need to 

analyze the surrounding information and interactions. For this 

purpose, the proposed T-DRE integrates surrounding objects 

with the target object, and calculates the IoU between the target 

object and surrounding objects, judges it as information 

surrounding the target, and integrates it with the target object. 

Figure 2 shows the schematic of the T-DRE process. 

 First, objects extracted from images by Faster R-CNN are the 

upper left coordinates of the bounding box, and w and h are the 

width and height of the box, respectively. The detected objects 

are sorted based on the prediction score, and objects below a spe-

cific value are discarded. It is possible to rule out false positives 

that occur during the object-detection process; therefore, the tar-

get and objects can be clearly distinguished. Detected objects are 

divided into target, the subject of the action, and object, which 

assists in explaining the action with surrounding information. 

Separated targets and objects are sorted into Target and Object 

groups. Afterward, the degree of overlap between the two boxes 

is analyzed using IoU calculation and the object box belongs to 

the object group, focusing on the target box. The IoU calculation 

is the union of the two bounding boxes divided by the intersec-

tion and has a value of between 0 and 1. The closer it is to 1, the 

greater the degree of overlap. IoU is calculated using the subject 

box and object box, and a target-centered description group (T-

CDG) is created by collecting objects with an IoU of 0.7 or higher 

to ensure that objects and subjects are not too far apart. T-CDG 

creates a new bounding box, the description box, with the mini-

mum value at the top left and the maximum value at the bottom 

right of the coordinates of each bounding box. 

3.3 Activity Image Caption Based on Target Object 
The size and ratio of the description box output from T-DRE 

are matched to the output size of Faster R-CNN. Therefore, to 

extract features from only the ratio of the description box in the 

existing feature map, the coordinates of the description box must 

be fixed on the feature map. 

The feature map uses the output of Resnet50 FPN, the back-

bone of Faster R-CNN used as a detection network. The extracted 

feature map had dimensions of 256 × 13 × 13, and since the de-

scription box needed to be adjusted to this, a 13 × 13 grid that 

fitted the entire image was created to calculate the box ratio. The 

calculated size of the box crops the feature map, and this map is 

finally floated to interpret the description. For this purpose, the 

size of the cropped feature map was transformed to 256 × 7 × 7. 

3.4 Language Model 
The first feature map is transformed into a sentence in the form 

of the first embedding vector through the embedding layer and is 

sequentially input through the LSTM structure. The overall struc-

ture of the embedding layer is the same as Equations (1), (2) and 

(3). 
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𝑥𝑥𝑡𝑡−1 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣                  (1) 

𝑥𝑥𝑡𝑡 = 𝑆𝑆𝑡𝑡, 𝑡𝑡𝑡𝑡{0,⋯ ,𝑁𝑁 − 1}                  (2) 

𝑦𝑦𝑡𝑡+1 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑥𝑥𝑡𝑡), 𝑡𝑡𝑡𝑡{0,⋯ ,𝑁𝑁 − 1}                       (3) 

Here,  𝑆𝑆0 is the start token indicating the input of the sentence, 

and 𝑆𝑆𝑁𝑁 is the end token indicating the end of the sentence. The 

output of Faster R-CNN with behavioral information is then 

added as the input to the embedding layer of the LSTM. In this 

way, the output of the LSTM is finally connected to the fully con-

nected layer to select the highest predicted value among the 1,791 

indexed tokens and connect the sentences. 

Table 2:  mAP results between the proposed model and others 

Model mAP (%) 
FCLN 5.39 

CAG-NET 10.51 
COCG [4] 8.90 

Proposed Model 36.85 

4. Experiment and Result

4.1 Dataset and Preprocessing 
 This study used part of the Visual Genome (VG) dataset [16] 

to learn and verify a description model targeting humans. Among 

the subjects in the VG dataset, nine types of subjects related to 

people, including 'man,' 'person,' and 'people', were selected as 

targets. The VG dataset used contained 39,000 images depicting 

the target and 260,000 related sentences, and each sentence had 

relational properties such as target behavior and interaction with 

the object. We optimized the dataset by replacing words with an 

occurrence frequency of five or less with tokens during the da-

taset preprocessing. In addition, the start and end tokens, <bos> 

and <eos>, respectively, were placed at the beginning and end of 

the sentence so that the beginning and end of the entire sentence 

could be known. Lastly, the dataset was unified by placing <pad> 

tokens to match the input data size by matching short and long 

sentences. The total number of words was 1,791, including 

<pad>, <bos>, <eos>, and <unk>, and was used as the dimension 

of the final output layer. 

4.2 Experiment and Result 
The proposed method narrows the area of interest to the center 

of the target, excludes unnecessary relationships between ob-

jects, and implements target-centered context detection that in-

creases accuracy and reduces learning difficulty by explaining 

only the object of interest. To evaluate the performance of the 

proposed model, we used BLEU 1–4 [17], which compares con-

secutive equivalence with reference sentences in the dataset, and 

Meteor [18], which includes synonyms. The higher the BLEU 

and Meteor the better the results. Table 1 shows the scores for 

BLEU 1–4 and Meteor of the proposed model, the previous DRE 

paper, and the three models being compared. In Table 1, the 

BLEU-1 indicator received a lower score than the existing model, 

but other scores were relatively higher. This occurred because 

learning was conducted using 1,791 tokens, only 25% of the 

6,665 tokens used for learning in the DRE paper, and evaluation 

was conducted using a limited number of tokens. However, in the 

Table 1: Metric results comparison between the proposed model and others 

Model BLEU1 BLEU2 BLEU3 BLEU4 Meteor 
FCLN [2] - - - - 0.31 

CAG-NET [19] - - - - 0.32 
ASG [20] - - - 0.18 0.21 
DRE [5] 0.68 0.447 0.252 0.14 0.46 

Proposed Model 0.65 0.50 0.39 0.32 0.73 

Figure 3: Result of target-description region expansion 
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Meteor score, the proposed model received the highest score of 

0.73, significantly higher than the compared models. 

Also, in contrast to general captioning, dense image captioning 

describes objects; therefore, we must consider not only the accu-

racy of object detection but also the accuracy of the generated 

sentences [2]. To consider object accuracy, IoU and Meteor to-

gether, we increased the threshold of IoU from 0.3 to 0.7 in steps 

of 0.1, and the threshold of Meteor from 0.05 to 0.25 in steps of 

0.05 to calculate mean Average Precision (mAP). The higher the 

mAP, the better the results. Table 2 compares the mAP of the 

proposed model and the other three models measured by the 

above methods. From Table 2, we can see that the mAP of the 

proposed model is at least three times higher than other models. 

The reason for the high mAP is that the T-DRE model merges 

objects around the target object. In addition, the center of the de-

scription region is limited to the target object, which affects the 

detection, resulting in a higher mAP. 

Figure 3 shows the results of a description box that integrates 

objects centered on the target object. Figures 3 (a) and (c) show 

the detection group output using Faster R-CNN on the image, 

while (b) and (d) show the results of T-CDG. T-DRE can com-

bine the racket, bat, and glove of the target object to create a new 

description box. In this way, T-DRE can generate a description 

box of the interaction of the target object with an object or mul-

tiple objects, allowing for accurate sentence generation. 

5. Conclusion
This paper proposes a target-centered context-detection tech-

nique in image captioning that describes sentences centered on 

the actions of the target. Existing captioning is lengthy because it 

includes modifiers and objects. The proposed TCD detects tar-

gets in images through two R-CNNs and describes the behavior 

of the detected objects. To describe behavior, the behavioral in-

formation of the target can be extracted by integrating surround-

ing information with the target through T-DRE. As a result, it is 

possible to accurately obtain information from surveillance sys-

tems such as CCTV by describing the behavior of the target in-

stead of the existing lengthy sentences. 

Through this study, it will be possible to augment data on hu-

man behavior in the future to describe behavior accurately.  This 

is expected to prevent accidents and respond quickly on behalf of 

workers manning the surveillance system. 
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