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Abstract: Owing to the increasing demand for parcel delivery, automated systems for the reception or organization of parcels in 

warehouses have been widely researched. Application of existing automation systems has been challenging owing to the high con-

struction costs incurred and limited lighting conditions required. To address these issues, this paper proposes a system that can deter-

mine the location and area of a measured object by using instance segmentation. The proposed system uses YOLACT, a lightweight 

image-segmentation algorithm optimized in real time, to determine the pixel-level area of the target in the image. The proposed system 

can estimate the location and area of an object in an image, calculate the pixel area, and accurately identify non-square objects. Fur-

thermore, the proposed system can accurately estimate the position of an object even when the lighting changes by directly constructing 

and learning datasets collected in various lighting environments. 
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1. Introduction 
The increased consumption of delivery and courier services––

particularly during COVID-19 when the time that people spent 

indoors was remarkably long––has had a significant impact on 

the logistics industry. With increased use of courier services ow-

ing to mobile shopping, which facilitates non-face-to-face trans-

actions, many items are shipped to and from the warehouses of 

post offices and distribution companies. As the use of courier de-

livery has increased, many people have been able to make satis-

factory transactions; however, accidents, such as items being 

damaged during delivery or being delivered to the wrong address, 

are also increasing. Consequently, the demand for manpower to 

handle courier work is also increasing. To address this issue, it is 

essential to perform verifications that automatically check the 

volume and destination of the goods in the logistics warehouse 

after receiving the delivery, during the process of classifying 

goods according to their size and destination. 

To automate verification in situations wherein many objects 

move quickly, it is necessary to obtain accurate measurement 

performance and ensure low construction costs with minimum 

processing time to acquire object information. Existing systems 

have primarily measured the volume of objects by using multiple 

high-performance cameras and multiple LiDARs and have meas-

ured object information by using image processing algorithms 

such as edge detection [1]-[3]. However, these methods incur 

high construction costs because they require the installation and 

use of several equipment or expensive sensors [4]-[6]. Addition-

ally, conventional image processing algorithms are vulnerable to 

changes in lighting and therefore require limited lighting condi-

tions. Further, when multiple objects are photographed simulta-

neously, more complex information processing is required to 

separate them and obtain information for each object. This re-

quires long processing time. Therefore, research efforts must fo-

cus on systems that can achieve low construction costs and high 

accuracy even in non-fixed environments. 

Deep learning-based computer vision systems play a major 

role in areas that require the measurement of objects, such as in-

specting product defects in smart factories [7]-[9], providing in-

formation in medical images [10]-[12], and estimating sample 

volumes in the civil engineering domain [13]. Recently, light-
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weight deep-learning algorithms [14]-[16] have been investi-

gated in this regard, and methods for obtaining information 

quickly and accurately have been studied. To accurately obtain 

product information, a deep learning-based computer vision sys-

tem can achieve fast processing time and accurate measurement 

performance. Additionally, because information concerning an 

object can be obtained using only one camera rather than multiple 

cameras, construction costs can be reduced. 

In this study, we devised a position-estimation system that can 

determine the location and area of a measured object by using 

deep learning-based computer vision. The proposed system uses 

only a single two-dimensional (2D) camera and applies an im-

age-segmentation algorithm to determine the pixel-level area of 

the target in the image. Further, it uses YOLACT [17] as the im-

age-segmentation algorithm. This algorithm is an instance-seg-

mentation model that recognizes each instance. Because the lo-

cation and pixel area of an object can be accurately determined 

in an image, even objects that are not square-shaped can be pre-

cisely identified. In addition, they exhibit remarkable resilience 

to noise such as a person's hands and feet, which are simultane-

ously photographed while measuring an object. 

The remainder of this paper is organized as follows. Section 2 

details related research and image segmentation, and Section 3 

describes the flow and configuration of the proposed system. 

Section 4 presents the verification conducted in various environ-

ments to evaluate the performance of the proposed system. Fi-

nally, Section 5 summarizes the conclusions and future research. 

2. Related Works

2.1 Image Segmentation 

Image segmentation is a technology that identifies the desired 

object in an image pixel by pixel and assigns class information to 

all pixels in the image. Unlike classification and detection (for 

finding the location), the entire area occupied by the target in the 

image is displayed. Thus, this method has applicability in various 

fields such as medical image processing [18]-[20] and autono-

mous driving [21]-[23]. Image segmentation is classified into se-

mantic segmentation and instance segmentation. Semantic seg-

mentation distinguishes only the classes of all objects found in 

the image, whereas instance segmentation can distinguish in-

stances among object classes. Instance segmentation is a more 

difficult method than semantic segmentation because instances 

must be distinguished; however, it is advantageous in that it can 

access information concerning each object because it can sepa-

rate and identify multiple objects in a given scene. 

Image segmentation has been investigated using various ap-

proaches since the development of deep learning. In particular, 

high processing speed and accurate performance have been 

demonstrated by combining upper- and lower-level features with 

a feature pyramid network (FPN)-based structure [24]. Another 

study [25] proposed a method of dividing an image into patches 

of the same size and using them as input to a Transformer for 

segmentation. Further, a method to locally connect image feature 

information to the best extent possible has been proposed [26] by 

processing features and combining patches initially divided into 

16×16 pixels into 8×8 and 4×4 pixels from the next input. How-

ever, because Transformer-based methods entail numerous cal-

culations, they require a long processing time depending on the 

performance of the processing device. 

3. Proposed System

3.1 Overall System 

Figure 1: Structure of proposed system 

This study devised a position-estimation system that deter-

mines the location and area of an object to be measured in real 

time using a single camera. A schematic of the operation of the 

proposed system is shown in Figure 1. 

First, the system determines the pixel area of the object by us-

ing a segmentation module for the input image. YOLACT, which 

outputs a matrix that distinguishes objects and noise of the same 

size as the image, is used as the segmentation model. The contour 

module extracts only the object information from the output ma-

trix and detects edges by imaging the matrix with the highest ac-

curacy. The location of the object is then obtained by outputting 

the coordinate information of the category, pixel areas (xmin, 

ymin), and (xmax, ymax) from the detected edge. The following 

subsections describe the detailed methods of the proposed system 

and construction of the dataset used in the proposed system. 

3.2 Segmentation Module 

The segmentation module determines the pixel-level area of 

an object using an instance-segmentation model. Existing 



Object location estimation system based on instance segmentation 

Journal of Advanced Marine Engineering and Technology, Vol. 47, No. 6, 2023. 12       395 

instance-segmentation models require significant computation 

and high hardware performance owing to their complex struc-

tures. Therefore, we used YOLACT, which is a lightweight 

model. YOLACT is a real-time instance-segmentation method 

that enables fast processing. The structure of YOLACT is shown 

in Figure 2. 

YOLACT, used in the segmentation module, extracts image 

features using Darknet-53 [27] as the backbone and obtains fea-

tures at each stage with an FPN structure. In contrast to other 

instance-segmentation methods, YOLACT simultaneously per-

forms classification to recognize feature localization objects, 

which is a preprocessing step for extracting pixel-level areas. It 

determines the approximate part of the pixel area in ProtoNet and 

calculates the mask coefficient using the prediction head. Subse-

quently, the output of the ProtoNet and the mask coefficients are 

combined to obtain the segmentation result of the final pixel area. 

The formula for obtaining these results is expressed as follows: 

M =  𝜎𝜎(𝑃𝑃𝐶𝐶𝑇𝑇)    (1) 

where P is the prototype mask and is of the form (h, w, k). 

Here, h and w denote the horizontal and vertical dimensions of 

the image, respectively; k is the output of the mask coefficient; 

and C is (n × k) for n output instances. The size is multiplied by 

a single matrix and a sigmoid function. The loss function is cal-

culated using a single-shot detector (SSD) and binary cross-en-

tropy. By utilizing these methods, YOLACT can achieve fast 

processing speed and accurate segmentation results. 

3.3 Contour Module 
The contour module specifies the coordinate and area infor-

mation for the detected pixel area. The flowchart of the contour 

module algorithm is shown in Figure 3. 

Figure 3: Flow of contour module 

The contour module receives the pixel area image, which is the 

result of the segmentation module as input, emphasizes edges us-

ing OpenCV’s EdgepreservingFilter [28] for edge detection, and 

determines the edges using Canny [29]. Points for the border area 

are then created using the Hough transform and objects are cre-

ated using the ConvexHull method. At each point of the object, 

the x-axis minimum xmin, y-axis minimum ymin, x-axis maxi-

mum xmax, and y-axis maximum ymax are determined and out-

put as information regarding the position, including the pixel area 

of the input image. Because it is not accurate to specify the coor-

dinates of atypical objects such as vinyl or circles, which do not 

have a shape that can easily specify coordinates, such as a rec-

tangular parallelepiped, the information of xmin, ymin, xmax, 

ymax, and the pixel area coordinates can be obtained as the out-

put. This information is used following conversion to the center 

coordinates where it is located or in the form of a bounding box. 

3.4 Dataset Structure 
To build the proposed object location tracking system, a da-

taset was constructed as shown in Figure 4. The left side of Fig-

ure 4 shows the collected raw data, and the right side shows the 

labeled image. Because of the influence of light sources and the 

Figure 2: Flow of YOLACT 
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surrounding environment, we collected data from eight loca-

tions––including outdoor and indoor environments––and ob-

jects, including boxes of various colors, and parcels wrapped in 

plastic and collected 8,000 pieces of data related to the object at 

4K resolution. During labeling, the target object to be measured 

and other noises, such as hands or feet, were labeled separately. 

This method allowed for the object location tracking system to 

distinguish between object and noise areas. Therefore, even when 

an object was obscured by noise, its area could be estimated in 

pixel units. 

Figure 4: Dataset for segmentation 

4. Results
4.1 Experimental Settings 

The proposed system was implemented in Python 3.7, 

PyTorch 1.12.1, and Cuda 11.3 environments under the GPU 

specifications of NVIDIA RTX A6000. In Section 4.2.1, we an-

alyze the results in an implementation environment. In Section 

4.2.2, we analyze the actual environment. In the actual environ-

ment, the experiment was performed using edge-computing 

equipment, that is, NVIDIA Jetson Xavier NX. To facilitate the 

learning of YOLACT in the segmentation module, 6,000 of the 

8,000 sheets were used. Of the remaining sheets, 1,000 sheets 

were used for validation and 1,000 sheets were used for verifica-

tion. The images were randomly selected from the dataset de-

scribed in Section 3.4. The test dataset includes 579 images from 

an indoor environment and 421 images from an outdoor environ-

ment, which were divided evenly into eight environments and 

eight objects. There were 677 objects classified as noise in the 

image, and 1,040 objects were classified as objects. 

4.2 Result and Discussion 

4.2.1 Segmentation Module Result 

First, we compared the output results of the segmentation to 

evaluate whether the proposed system accurately performed 

pixel area detection. We used the mean average precision (mAP) 

to evaluate the performance of the object and noise categories in 

the dataset. The mAP represents the average proportion of cor-

rectly answered questions among the pixel areas. For the test, 

1,000 test images that were not used for learning were used 

among the 8,000 images collected, as described in Section 4.1. 

The proposed system used YOLACT as the model for the seg-

mentation module. Therefore, the proposed system was com-

pared with Mask R-CNN [31] to verify the validity of YOLACT. 

Mask R-CNN is a representative instance-segmentation model. 

It was proposed at approximately the same time as YOLACT and 

is known to exhibit higher performance in public datasets. There-

fore, when comparing YOLACT and Mask R-CNN, we aimed to 

verify the feasibility of using YOLACT as a segmentation mod-

ule by comparing the mAP and inference time for object and 

noise detection. Table 1 presents the mAP and inference time 

comparisons for each category of each model. 

Table 1: Performance comparison of YOLACT and Mask R-

CNN in test dataset 

Category Mask mAP 
(%) 

Box mAP 
(%) 

Inference 
Time 

(s) 

YOLACT 
Object 83.43 82.36 

0.76 
Noise 79.28 78.68 

Mask R-
CNN 

Object 84.9 80.9 
2.89 

Noise 80.32 80.2 

In Table 1, the mask mAP refers to the mAP of the pixel area 

and the box mAP refers to the mAP of the bounding box results 

for xmin, ymin, xmax, and ymax of the pixel area. The YOLACT 

model yielded an mAP of 29.8 in the MS COCO dataset [30], 

and when learning the constructed dataset, the mAP of the object 

was 83.43% and 82.36% for mask and box, respectively. This 

indicates that it accurately estimated the object area. In addition, 

the noise area also exhibited a high estimation performance of 

79.28% and 78.68% in the mask and box mAPs, respectively. 

The mask and box mAPs of the Mask R-CNN were slightly 

higher than those of YOLACT. However, the box mAP for noise 

was lower than that of YOLACT, and the resulting output indi-

cated a pixel area that was slightly larger than the predicted pixel 

area of YOLACT. Therefore, YOLACT's precision performance 

in the test was poor; however, the value of Mask R-CNN ap-

peared to be slightly low for the object's Box mAP. YOLACT 

was three times faster in terms of inference time compared to 

Mask R-CNN. Thus, it was found to be more appropriate to use 
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YOLACT, which has a similar performance but realizes faster 

processing for the dataset of the proposed system. 

The actual output results in Figure 5 indicate that the object 

and noise areas were accurately distinguished.  

In addition, vinyl-shaped objects, which are atypical targets, 

and the hands and feet, which are essentially noise, were accu-

rately classified and displayed. Further, by appropriately dividing 

the noise and object areas, it is possible to create a bounding box 

that can accurately estimate the location of the object, even in the 

hidden part. 

Figure 5: Result of segmentation model in test dataset 

4.2.2 Results Analysis in Edge-Computing Environment 

The proposed system sought to achieve low construction costs, 

fast processing speed, and high accuracy. Therefore, we com-

pared the performance of the proposed system in terms of pro-

cessing time and accuracy in an edge-computing environment ra-

ther than in a high-cost GPU environment. For the hardware en-

vironment of the edge-computing system, images were captured 

using a 4K camera sensor and resized to 500×500 pixels, which 

is appropriate for real-time image processing. Further, location 

estimation was performed. Three targets were tested in this study. 

The results are summarized in Table 2.  

In Table 2, Case 1 refers to the same box as the post office box 

used for learning, while Cases 2 and 3 are boxes that were not 

used for learning. Additionally, tests were conducted under dif-

ferent lighting conditions in the indoor environment wherein the 

data were collected.  

Table 2: Performance for Edge-Computing System 

Case 
Inference Time 

(s) 
Mask mAP 

(%) 
Box mAP 

(%) 
Case 1 0.826 98.28 98.01 
Case 2 0.831 96.5 93.31 
Case 3 0.841 97.37 92.83 

The mask and box mAPs showed high values (over 95%). Ad-

ditionally, the processing time outputs quickly within 1 s. How-

ever, given that there were errors at the boundary, research on 

improving the segmentation performance in fine areas is neces-

sary to achieve a more accurate performance.  

Figure 6: Result of segmentation model in test dataset 

Figure 6 shows the actual system results for Cases 1, 2, and 3 

(from the top). The left image is the input image, the middle im-

age is the resulting image of the segmentation module, and the 

right image shows the pixel output area and the bounding box 

obtained by the contour module combined with the original im-

age. The output accurately represented the bounding box area of 

the target, thus distinguishing the location of the object. 

5. Conclusion
This study developed an object location estimation system that 

can determine the location and area of a measured object by using 

instance segmentation. The proposed system quickly determines 

the location of objects and can help automate a logistics ware-

house or delivery reception. Further, it can be built at a low cost 

because it uses only a single 2D camera. In addition, by accu-

rately distinguishing between objects and noise, the hidden parts 

and atypical objects can be identified. Tests in real environments 

confirmed that the location of the object was accurately deter-

mined, and even in an edge-computing environment, the pro-

cessing speed was less than 1 s. However, in situations wherein 

objects move quickly, real-time processing may require at least 

10 images per second. Furthermore, the accuracy apparently 

needs to be improved in fine areas such as the boundary between 

the object and background. To address this issue, in future stud-

ies, we plan to investigate segmentation models that can accu-

rately infer fine areas. 
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