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Abstract: Recently, radar-based human activity recognition (HAR) technology has been actively studied in the field of artificial intel-

ligence by applying radar datasets to deep learning (DL) models to automatically learn and classification. This is one of the important 

applications in the field of activity recognition and can be used in various fields, such as exercise tracking, smart homes, self-driving 

cars, and health status monitoring, by recognizing human daily activity patterns. However, DL models are complex and have significant 

computational costs and numerous parameters to process and classify high-dimensional radar datasets. Therefore, their implementation 

on commercial mobile devices is limited by their computational complexity. Therefore, in this study, we propose a lightweight HAR 

DL model using Self-Attention technology to solve the complexity and computational costs of these DL models. Experimental results 

demonstrate that this model can maintain its performance while reducing the number of parameters required. In the future, these light-

weight models will not only be usable on mobile devices but will also require lower computing power and memory capacity; therefore, 

they are expected to be used in various fields as time series-based DL models. 
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1. Introduction 
Human activity recognition (HAR) technology is a research 

topic that has received considerable attention in recent years due 

to its potential applications in various fields. This technology can 

be used in various fields such as health status monitoring, exer-

cise tracking, smart homes, and self-driving cars by recognizing 

daily human activity patterns [1]. The three basic types of 

HAR—camera-based [2], wearable sensor-based [3], and radar-

based [4] systems—each have their strengths and weaknesses. 

Camera-based HAR systems use optical sensors to capture im-

ages or videos to analyze human behavior. This method is con-

venient because it does not require the subject to wear a separate 

device. However, camera-based systems are sensitive to lighting 

conditions, and privacy concerns can arise when these systems 

capture visual data. Wearable sensor-based HAR systems rely on 

body-mounted devices such as smartphones or smartwatches to 

collect data on acceleration, gyroscopic motion, and geomagnetic 

information. These types of systems provide a high degree of ac-

curacy and detailed insights into user activity. However, wearing 

or carrying these devices all the time may be inconvenient to the 

user. 

Radar-based HAR systems utilize the micro-Doppler effect to 

analyze the movement, vibration, and rotation of the subject's 

limbs. This system can provide information regarding the range 

and speed of an object without requiring a wearable device. In 

addition, radar-based systems are passive and noninvasive, giv-

ing them a better privacy advantage than camera-based systems. 

However, the performance of radar-based systems is affected by 

obstacles, signal attenuation, and interference. Therefore, spe-

cific environmental requirements must be considered while de-

veloping an optimal HAR solution that balances convenience, ac-

curacy, and privacy. 
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Recently, radar-based HAR technology has been actively re-

searched as a method for automatic learning and classification by 

applying it to deep learning (DL) models [5]-[14]. However, DL 

models require considerable computational costs and parameters 

to process and classify high-dimensional radar datasets, making 

them difficult to commercialize on mobile devices. As the train-

ing datasets for radar signals are generally much smaller than 

those for images, their accuracy suffers significantly. To solve 

this problem, this study proposes a lightweight radar-based HAR 

DL model using Self-Attention technology. The proposed model 

utilizes a combination of a Convolutional Neural Network 

(CNN) to extract the regional characteristics of the radar signal 

and a Long Short-Term Memory (LSTM) network to extract its 

temporal characteristics. Using effectively extracted spatiotem-

poral information, this study aims to minimize the number of 

CNN and LSTM layers and improve accuracy using a Self-At-

tention model that learns the characteristics of mutual relation-

ships. 

2. Related works
Advances in DL algorithms have been applied in various fields 

to implicitly transform low-level input data into high-level data 

using multiple layers of neural networks. In addition, DL algo-

rithms have been proven to solve difficult classification problems 

in various fields by learning complex features. Consequently, DL 

has advanced the development of many fields, including HAR. 

Kim et al. [5] first applied CNN to interpret the time-Doppler 

(TD) map as a 2D image. 

CNN, one of the most successful DL algorithms, can reduce 

the complexity of a network by 

 reducing the number of weights and replacing the usual ma-

trix multiplication of a typical neural network with a convolution 

operation. Thus, CNNs can extract local features of a micro-Dop-

pler signatures (MDS) that vary with human activity. Bai et al. 

[8] proposed a CNN model consisting of dual input channels that 

divided the window length of a short-time Fourier transform 

(STFT) into two parts according to the characteristics of the torso 

and limbs.    

Unlike CNNs that interpret radar data as images, Zhu et al. [9] 

proposed a TD map-based Recurrent Neural Network (RNN) for 

continuous HAR. An RNN comprises three layers: input, hidden, 

and output. The most important feature is that the hidden layers 

are interconnected. Therefore, the data from the previous point in 

each time step can be considered the next data point. As RNNs 

can mine temporal and semantic information, they can be used to 

model temporal sequences. With this advantage, the RNN can 

extract spectral features that change sequentially along the time 

axis of the MDS. Therefore, RNNs are more robust than CNNs 

in terms of continuous changes in human behavior. 

To reduce the complexity of DL models, methods for optimiz-

ing the underlying convolution operations and neural network ar-

chitecture have been developed. Computationally efficient CNN 

architectures such as MobileNet [15] and ShuffleNet [16] have 

been developed for mobile devices with limited computing re-

sources. However, their application to radar spectrograms is not 

as efficient as that in computer vision applications. This is be-

cause the training dataset for radar signals is small compared to 

the image dataset, resulting in poor accuracy of well-designed, 

efficient networks. Therefore, to solve this problem, we at-

tempted to reduce complexity by utilizing Self-Attention in com-

bination with the CNN-LSTM model. 

3. Proposed method

3.1 Overview of the proposed method 
Figure 1 shows the overall architecture of HAR using radar. 

The proposed network consists of a continuous wavelet trans-

form (CWT) for data preprocessing, CNN-LSTM layer for fea-

ture extraction, and Self-Attention layer for global pattern 

Figure 1: Overall architecture of the proposed method based on the Convolutional Neural Network (CNN)-Long Short-Term Memory 

(LSTM) model with Self-Attention 
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learning. First, raw data are created as a TD map using the CWT, 

which can adjust the resolution by setting a flexible window size. 

The TD map was separated into one-dimensional data on the time 

axis and input into the CNN-LSTM layer, which consisted of a 

second layer of 1D-CNN for learning regional features and 

LSTM for learning temporal features. 1D-CNN can preserve 

temporal information by extracting local features from adjacent 

times. Because the TD map processed by the 1D-CNN preserves 

temporal information, it can be viewed as time-series data with 

multiple channels, and time-series data can be processed using 

the LSTM. The feature vectors processed in the CNN-LSTM 

layer reduce unnecessary calculations through the use of the Self-

Attention layer. Finally, a classifier was added to obtain the HAR 

results. 

3.2 CNN-LSTM 
The proposed CNN-LSTM model uses a 1D-CNN to extract 

regional features over time from the TD map obtained through 

CWT and an LSTM to extract the time characteristics. A CWT 

can increase the resolution in both the time and frequency do-

mains because a window size that varies according to the fre-

quency size can be set when applying a fast Fourier transform 

(FFT). Therefore, the raw data were converted into a TD map 

using CWT. To extract the Doppler information each time from 

this TD map, it must be embedded into one-dimensional data. 

Therefore, in this study, a 1D-CNN was applied to extract local 

feature vectors over time from the TD map. The spectrograms 

were treated as 1-D (time dimension) signals with multiple chan-

nels (frequency dimension) that can be analyzed using a 1D-

CNN. Consequently, the temporal characteristics of the spectro-

gram can be preserved and exploited more effectively in LSTMs. 

The computational complexity of a 1D-CNN is also lower. Un-

like 2D-CNN, a 1D-CNN has advantages in analyzing time-se-

ries data because the window moves in only one direction while 

maintaining the local feature information. The TD map was in-

putted into the 1D-CNN to obtain a feature vector in which the 

Doppler information of each region was embedded over time. 

𝑧𝑧(𝑚𝑚, 𝑘𝑘) = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1𝐷𝐷(𝑇𝑇𝐷𝐷(𝑡𝑡𝑚𝑚, 𝑓𝑓𝑛𝑛),𝑊𝑊𝑘𝑘)    (1) 

where 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1𝐷𝐷 denotes the convolution operation in the spa-

tial domain, output 𝑧𝑧(𝑚𝑚, 𝑘𝑘) where 𝑘𝑘 is the number of filters. 

In addition, LSTM, which is primarily used for time-series 

data analysis, was applied to extract the Doppler information ac-

cording to the time change of the data.  

ℎ(𝑚𝑚,𝑢𝑢) = 𝐿𝐿𝐿𝐿𝑇𝑇𝐿𝐿(𝑧𝑧(𝑚𝑚, 𝑘𝑘), ℎ(𝑚𝑚 − 1))  (2) 

where ℎ(𝑚𝑚,𝑢𝑢) is the LSTM output at time 𝑚𝑚, 𝑢𝑢 is the size of the 

hidden layer, and input 𝑧𝑧(𝑚𝑚, 𝑘𝑘) is the input at time 𝑚𝑚. An LSTM 

is advantageous for time-series data analysis because it uses in-

formation from the previous data to predict the next data. As a 

result, the output of the CNN-LSTM model has all the spatiotem-

poral characteristics because it includes local Doppler infor-

mation according to the time change. These data were converted 

into one-dimensional data to be input into the subsequent Self-

Attention model. 

3.3 Self-attention and classification 
The TD map based on the radar signal has a temporal correla-

tion, according to Doppler. Therefore, because the temporal in-

formation was preserved without being destroyed in the previous 

CNN-LSTM network, the data still had temporal relevance. In 

other words, the final output feature vector of the CNN-LSTM 

can be regarded as the embedded Doppler information over time. 

However, the feature vector combined with the visual axis may 

contain parts with core patterns. Self-Attention analyzes the cor-

relation between one's own data based on a scaled dot product, 

which analyzes the correlation among the input sequential data.  

𝐿𝐿(𝑙𝑙, 𝑒𝑒) = 𝑠𝑠𝐶𝐶𝑓𝑓𝑡𝑡𝑚𝑚𝑠𝑠𝑠𝑠(𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎tanh (𝑈𝑈𝑎𝑎𝑎𝑎𝑎𝑎ℎ′(𝑚𝑚,𝑢𝑢)) ⋅ ℎ(𝑚𝑚,𝑢𝑢)     (3) 

where ℎ′(𝑚𝑚,𝑢𝑢)  is the transpose of ℎ(𝑚𝑚,𝑢𝑢) , 𝑈𝑈𝑎𝑎𝑎𝑎𝑎𝑎 ∈ 𝑅𝑅𝐿𝐿𝐿𝐿×𝑈𝑈 

and 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎 ∈ 𝑅𝑅𝐿𝐿𝐿𝐿×𝑈𝑈 are the weight matrices forming the attention 

module; 𝐿𝐿𝐿𝐿  represents the attention length; 𝐿𝐿𝐿𝐿  represents the 

length of the output; and the dot product ⋅ is taken in the spatial 

domain. In general, patterns of human behavior do not exist 

evenly in all time domains but can be classified through im-

portant behaviors at small moments. Existing methods require a 

large amount of unnecessary computation because they learn pat-

terns in all parts. 

In this study, we reduced the overall scale of the model by col-

lecting and calculating only the necessary parts of the data using 

Self-Attention. Figure 1 shows the Softmax function for this 

Self-Attention and classification. P (Act.) refers to the probability 

based on action. Each feature vector output through the LSTM 

proceeds with concatenation to insert the input of Self-Attention, 

and this combined vector is divided into an attention query, key, 

and value. Because Self-Attention analyzes one's own data, the 

query, key, and value are all composed of the same data. The re-

sult of Self-Attention is a normalized feature vector according to 
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the importance of the data, which is projected to the final action 

size through the next fully connected layer. This is a one-hot en-

coded result and presents the final probability. Unlike existing 

large models, the proposed model can achieve the same perfor-

mance with a minimized amount of computation through Self-

Attention and the classifier. 

4. Experiment and results

4.1 Datasets and training environment 
The performance of the proposed method was validated by 

collecting data from different locations. This is significant be-

cause the effect of Doppler generation generally depends on the 

radar locations. Therefore, the open dataset acquired by the Uni-

versity of Glasgow was used for the analysis, and the data were 

collected from six different locations using an Ancortek (SDR-

580AD) radar. The center frequency and chirp duration were 5.8 

GHz and 1 ms, respectively, and the sample rate was 128 beats 

per sweep (1 ms). Sixty participants from different age groups 

performed six activities: 1) walking (data size: 213), 2) sitting 

(222), 3) standing up (220), 4) drinking water (219), 5) picking 

up an object from the floor (220), and 6) falling (188). All partic-

ipants repeated each activity three times. Walking was associated 

with radar data acquired for 10 s, whereas the other actions in-

volved data collected for 5 s. A total of 1282 samples were col-

lected. 

In this study, the training and testing experiments were per-

formed using a single NVIDIA GeForce RTX 2080Ti graphics 

processing unit. All the models were optimized using the Adam 

optimizer with a learning rate of 0.00001. HAR models were de-

veloped using TensorFlow (version 1.15.0, https://www.tensor-

flow.org/) and Keras (version 2.3.1, https://www.keras.io/). In 

addition, the training data were equally divided into batches with 

a batch size of 16 samples, and the neural network was trained 

for 100 epochs. The final training model was selected as the test-

ing model regardless of the validation loss during the training 

process using the cross-entropy loss. 

 4.2 Experimental results 
The effectiveness of the proposed radar-based HAR was veri-

fied by performing an experiment with respect to location. The 

data matrix was reshaped to a size of 128 × 10, 000, where 128 

denotes the number of time samples per sweep and 10 000 indi-

cates the number of chirps for the measurement cycle of one ac-

tivity sample. The FFT was applied to 128 points in the data ma-

trix acquired in one sweep. The FFT results contained 63 range 

points, each with a resolution of 37.5 cm. For each activity, the 

number of points was in the range of 5–25 (21 points). In the case 

of CWT, MATLAB (R2019a, MathWorks, Natick, MA, USA) 

was used for the mother wavelet, and the scale parameters of the 

Morse wavelet were β = 40 and γ = 3. 

We also compared our method with 2D-CNN and CNN-

LSTM models. The input of the TD map was resized to 144 

(time) × 108 (Doppler) bins. The input of the network used a TD 

map based on CWT. The 2D-CNN comprised four convolutional 

layers, followed by two fully connected layers with 32 outputs. 

The number and size of 2D-CNN kernels were set to 64–128 and 

5–3, respectively. Two max-pooling layers were used after every 

two convolutional layers. Furthermore, the number and size of 

the 1D-CNN kernels were set to 32–64 and 5–3, respectively. The 

LSTM was composed of a two-stage bi-LSTM with 128 memory 

blocks and a dropout rate of 0.25. 

The experiment used cross-validation to evaluate the model’s 

performance by considering a DL model. Table 1 shows the ac-

curacy of each model using 5-fold cross-validation. The total 

numbers of parameters for the 2D-CNN, 1D-CNN-LSTM, and 

1D-CNN-LSTM-Self-Attention models were 2,073,542, 

758,214, and 115,622, respectively. Compared to the 2D-CNN 

model, the proposed model reduces the number of parameters by 

17.93 times by using Self-Attention and light weighting the re-

maining layers. Furthermore, the proposed model showed the 

highest accuracy in all experiments except for Fold 3, and the 

average accuracy was shown to improve by 2.03% compared 

with that of the 1D-CNN-LSTM model. 

Table 1: Comparison of different deep learning models for human activity recognition. 

Model Fold 1 
(%) 

Fold 2 
(%) 

Fold 3 
(%) 

Fold 4 
(%) 

Fold 5 
(%) 

Average 
(%) 

1. 2D-CNN [5] 90.27 92.61 90.63 93.36 93.36 92.04 
2. 1D- CNN-LSTM [9] 92.60 92.61 94.92 94.14 91.80 93.21 

3. 1D-CNN-LSTM-Self-Attention 93.77 96.50 93.75 96.09 96.09 95.24 
Average (%) 92.21 93.91 93.10 94.53 93.75 - 
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5. Conclusion
We propose a lightweight HAR DL model using Self-Attention 

technology to address the complexity and computational costs of 

DL models. The proposed HAR model using radar signals in-

volves a CNN-LSTM layer for feature extraction and a Self-At-

tention layer for global pattern learning. The TD map obtained 

through CWT was used as the input, and a 1D-CNN was applied 

to extract local feature vectors over time. The LSTM layer was 

used to extract the Doppler information according to the time 

change of the data. The final output feature vector of the CNN-

LSTM layer includes the embedded Doppler information over 

time, and Self-Attention is used to analyze the correlation among 

the input sequential data and reduce the overall scale of the model 

by collecting and processing only the necessary parts of the data. 

The proposed method achieves the same performance as existing 

large models with minimal computation through Self-Attention 

and classification. Therefore, this lightweight DL model using 

Self-Attention technology has great potential in various fields, 

especially mobile device usage, owing to its lower computational 

complexity and memory capacity. 
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