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Abstract: This study proposes a long short-term memory neural network model to predict the waiting time of container vessels at 

Busan Port. Based on Port Management Information System (Port-MIS) data, the vessel waiting time and vessel service time of con-

tainer vessels in Busan Port were extracted from the vessel calling status (VCS) between January 2001 and August 2022. The method 

and procedures for calculating the vessel waiting time and vessel service time using the time stamp, call sign, number of arrivals, vessel 

type, navigation status, and facility code are described for ongoing measurements. Additionally, a multivariate long short-term memory 

model was applied to predict the future vessel waiting time with the vessel service time, number of waiting vessels, and container 

throughput as the input features. Predictions were made multiple times with different window sizes, and the mean square error, mean 

absolute error, and root mean square error were used to assess the performance of the model. The results prove the feasibility of using 

the long short-term memory model for predicting the vessel waiting time. The computation method and prediction model of this study 

provide significant implications and support shipping market participants and port authorities in making more informed decisions 

regarding the utilization of port facilities and the upcoming port congestion status. 

Keywords: Vessel waiting time, Long short-term memory (LSTM), Neural network, Busan port, Port management information system 

(Port-MIS) 

1. Introduction
Korea has pursued export-led economic growth since the be-

ginning of its development. Consequently, both exports and im-

ports have expanded rapidly over the years, and the trade-to-GDP 

ratio has increased from 53.0% in 1990 to 84.8% in 2021 [1]. 

Under these circumstances, the fact that shipping accounts for 

99.8% of the total exports and imports in terms of volume clearly 

shows how ports in Korea have significantly contributed to the 

development of the national economy [2].  

With ports playing such a vital role as key infrastructure, “Port 

Congestion” is regarded as an important determinant of port 

competitiveness [3]. That is, alleviating port congestion is an es-

sential prerequisite for improving a port's competitiveness and 

overall performance. This is because port congestion causes the 

vessels to stay longer than their original schedule. This not only 

causes a significant loss of time, but also increases the fuel con-

sumption and total emissions within the port.  

Additionally, port slowdowns have severely hampered con-

tainer turnaround times and schedule reliability in liner shipping, 

thereby disrupting the maritime supply chain. Therefore, it is 

necessary for port authorities and shipping market participants to 

accurately evaluate the port congestion status and make the most 

precise predictions about upcoming congestion. 

Existing studies measuring port congestion in Korea have 

mostly been conducted by calculating the overall waiting ratio of 

a port or container terminal. Kim and Kim [4] assessed the ser-

vice level of vessel entry and departure in Korean ports using a 

waiting ratio calculated in terms of different terminals and vessel 

types. Lee and Park [5] compared the theoretical and actual ves-

sel waiting ratios of a particular container terminal located in 

Busan New Port.  

For the theoretical vessel ratio, the queuing theory was ap-

plied, and the actual vessel waiting ratio of the container terminal 

was extracted using the Port Management Information System 
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(Port-MIS) and Terminal Operating System (TOS). However, the 

method and procedure for calculating the vessel waiting time 

have not been clearly described. The calculation was based on 

the vessel’s permitted period to use a certain facility; therefore, 

whether the vessel actually stayed there while waiting during that 

period was not certain. 

In this study, we propose a computation method to estimate the 

monthly average vessel waiting time and vessel service time us-

ing the vessel calling status in port-mis data [6]. Moreover, a mul-

tivariate long short-term memory (LSTM) neural network was 

applied to predict the future vessel waiting time of container ves-

sels in Busan port by incorporating the vessel service time, num-

ber of vessels waiting, and container throughput. Predictions us-

ing the proposed method were performed with different window 

sizes, and the performance was compared with that of the con-

ventional recurrent neural network (RNN) model. Computing 

and predicting vessel waiting times from Port-MIS data will en-

able port authorities and shipping market participants to monitor 

the port congestion status more precisely and make wiser deci-

sions regarding the utilization of port facilities. 

The remainder of this paper is organized as follows. Section 2 

lists the data fields of the vessel calling status in Port-MIS used 

in this study and presents a brief description of Busan Port. Sec-

tion 3 describes the methodology for calculating the vessel wait-

ing time and vessel service time and illustrates the calculated re-

sults for container vessels in Busan Port. A multivariate LSTM 

model is proposed in Section 4, the prediction results of the 

model are evaluated, and Section 5 concludes the study. 

2. Port-MIS (Port Management Information Sys-

tem) data 
The Port-MIS (Port Management Information System) is 

an integrated information system established to manage infor-

mation and handle civil petitions related to the entry and de-

parture of vessels, port utilization, port logistics, shipping, 

sailors, vessels, etc. The information provided by the Port-

MIS website includes ship-related information, port facility 

usage information, cargo-and dangerous goods-related infor-

mation, control information, codes, and HNS [7].  

In this study, data fields regarding the use of anchorage and 

berth facilities were extracted from the vessel-calling status 

of the Port-MIS. For the analysis of the vessel waiting time 

and service time, we considered the time stamp, call sign, 

number of arrivals, vessel type, navigation status, and facility 

code, as illustrated in Table 1. 

Table 1: Port-MIS data for vessel waiting/service time analysis 

Type Fields Example 

Vessel Call-
ing Status 

Call Sign 9V2126 
Number of Arrivals 2022/002 

Time Stamp 2022-08-31 22:55 
Vessel Type Full-Container Ship 

Navigation Status Entry (03) 
Facility Code MS6-01 

Figure 1: Layout of Busan Port 

Figure 1 shows the layout of Busan port, the port to be ana-

lyzed. It is the largest container handling port in Korea, covering 

75% of the nation’s total container handling volume [8]. The total 

length of the quay was 30,709m, with a berthing capacity of 146 

vessels. It has three geographical segments: Busan New Port. 

Busan North Port, and General Piers (South Port, Gamcheon 

Port, and Dadaepo Port), with 21 anchorage areas operating as of 

2020 [9]. The overall status of Busan Port is summarized in Ta-

ble 2. 

Table 2: Overall status of Busan Port 

Type Status 
Length of Quay 30,709 m 

Berthing Capacity 146 Vessels 

Cargo Handling Capacity 
292,140MRT/Year 
(17million/Year) 

Water Depth 15~17 m 
Break Water 4,626 m 

Container Yard 3,469,000 𝑚𝑚2 
Open-Storage Yard 261,000 𝑚𝑚2 

Landing Pier 4 

3. Port-MIS data-driven vessel waiting/service

time computation 

3.1 Defining vessel waiting/service time 
The process of a vessel from arriving at the port to leaving the 

area after the work is done consists of eight steps, i.e., “Arrival,” 
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“Entry,” “Departure,” “Anchor,” “Heave,” “Berth,” “Unberth,” 

and “Leave”; it proceeds as follows depending on the traffic con-

dition and status of each facility within the port [10]. 

① If a berth is available, the vessel carries out a load-dis-

charge operation at the assigned berth and leaves the port.

② If no berth is available, the vessel moves to the anchorage

area and waits until one berth is assigned. When the berth

is clear, the vessel carries out a load-discharge operation at

the assigned berth and leaves the port.

③ If there is a delay before leaving the port, the vessel moves 

from the assigned berth to the anchorage area and waits

until traffic conditions are clear.

Accordingly, in this study, the time for vessels waiting in the 

anchorage area is defined as the “vessel waiting time,” and the 

time for vessels to load and discharge at the berth is defined as 

the “vessel service time”. 

3.2 Methodology in calculating vessel waiting/service 

time 
The logic framework for calculating the vessel waiting time 

and service time is based on the vessel calling status of the Port-

MIS data. First, from the observations of the original data, the 

appearance of a particular vessel in the port is identified by the 

“Call Sign” and the “Facility Code” of the one that the vessel is 

using as shown in Figure 2. Each appearance is distinguished 

from the previous appearance of the same vessel by the “Number 

of Arrivals”. 

Figure 2: Identifying appearances of vessels from vessel calling 

status of Port-MIS 

The type of facility used by the vessel is then sorted into the 

berth, anchorage, etc. with the “Facility Code”. Two consecutive 

navigation statuses of the vessel are used to determine whether 

the vessel is waiting or carrying out a load-discharge operation 

in a certain facility. Table 3 further presents the classification of 

the vessel status. Lastly, the “Time Stamps” provide an estimate 

of the vessel waiting time and vessel service time by subtracting 

the time stamp of the latter observation from the time stamp of 

the former observation. If the vessel status of the appearance is 

“Waiting,” the calculated time would be defined as the vessel 

waiting time. If the vessel status is “In Operation,” the calculated 

time is defined as the vessel service time. 

Table 3: Classifying the vessel status using facility code and nav-

igation system 

Facility 
Code 

Navigation Status Vessel Status 

M○○-○○ 
(Berth) 

Entry(03) ▷ Un-
berth(05) 

In Operation 
(Service) 

Berth(04) ▷ Un-
berth(05) 

Berth(04) ▷ Depar-
ture(09) 

Entry(03) ▷ Depar-
ture(09) 

W○○-○○ 
(Anchorage) 

Entry(03) ▷ 
Heave(08) 

Waiting 

Anchor(07) ▷ 
Heave(08) 

Anchor(07) ▷ De-
parture(09) 

Entry(03) ▷ Depar-
ture(09) 

3.3 Calculation Results 
To determine the vessel waiting time and vessel service time 

of container vessels in Busan Port, original Port-MIS data are fil-

tered by “Vessel Type,” selecting observations of “Full-Container 

Ship” and “Semi-Container Ship” as the subject. The vessel wait-

ing time and vessel service time were calculated for each appear-

ance of the container vessels in Busan Port from 2001.01 to 

2022.08 and the monthly average was computed. 

Figure 3 shows the computed monthly average of the vessel 

waiting time and vessel service time during the calculation pe-

riod, and Table 4 presents a statistical summary of the two da-

tasets. 
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(a) Average vessel waiting time 

(b) Average vessel service time 

Figure 3: Monthly average vessel waiting/service time of con-

tainer vessels in Busan Port (2001.01-2022.08) 

Table 4: Statistical summary of the monthly average vessel wait-

ing/service time of container vessels in Busan Port (2001.01-

2022.08) 

Vessel Waiting Time 
(days) 

Vessel Service Time 
(days) 

Mean 1.293 0.704 
Standard 
Deviation 0.565 0.137 

Minimum 0.567 0.528 
Maximum 4.055 1.641 

Q1 0.932 0.605 
Q2 1.154 0.673 
Q3 1.446 0.780 

4. Vessel waiting time prediction with LSTM

4.1 LSTM neural network 
The major feature of a Recurrent Neural Network (RNN) is the 

type of memory that stores data and is capable of processing se-

quential data, such as time series. However, as the sequence of 

the training data increases, there is a loss of memory with a re-

duction in the learning rate. This problem is referred to as the 

vanishing gradient problem and one of the approaches designed 

to handle this long-term dependency is the LSTM neural network 

[11][12][13].  

Figure 4: Inner structure of a single LSTM cell [14] 

Figure 4 shows the inner structure of the LSTM cell. Although 

the basic operation of the LSTM is the same as that of a conven-

tional RNN, the long-term memory loss problem can be resolved 

by adding input, forget, and output gates inside the cell. The input 

gate adjusts the input data, and the forget gate determines the ex-

tent to which the cell state of the previous time is reflected using 

a sigmoid function ranging from 0 to 1. The output gate adjusts 

the input data when the weight value is applied to each state. The 

LSTM forgets a certain amount of cell state data at the previous 

cell state through the forget gate and further multiplies the previ-

ous output value and current input value by the output from the 

input gate to control the input data, thus updating the current cell 

state.  

4.2 Input Features 
Theoretically, having multivariate features in the input dataset 

improves the performance of the LSTM prediction model, as 

long as they are correlated with the data that the model is meant 

to predict. Therefore, we first need to select the features that 

should be included in the input dataset [15]. In this study, the 

vessel waiting time, vessel service time, number of waiting ves-

sels and container throughput were determined as the input fea-

tures based on prior research on vessel waiting time [16][17]. In 

other words, our proposed model should predict the vessel wait-

ing time in the next aggregation period based on the current and 

past vessel waiting time, vessel service time, number of waiting 

vessels, and container throughput.  

In the case of the vessel waiting time and service time, the 

monthly average is computed using the method described in the 

previous section. However, the computed data included outliers 

that were distant from other data points. Because the training pro-

cess of the LSTM model is highly responsive to the distribution 

and range of the data points, these values make it difficult to 
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extract the feature values during the training process. Therefore, 

the data were preprocessed and outliers were removed [18][19]. 

This study applied the interquartile range (IQR) to identify the 

outliers. That is, if the observed value is greater than the third 

quartile plus 1.5 IQR or less than the first quartile minus 1.5 IQR, 

it is defined as an outlier and removed from the dataset [20]. 

(a) Average vessel waiting service time (after outlier removal) 

(b) Average vessel service time (after outlier removal) 

(c) Number of waiting vessels 

(d) Container throughput 

Figure 5: Input features of proposed LSTM model 

Figure 5 shows a sample of the input features of the proposed 

LSTM model. It includes the monthly average vessel waiting 

time and vessel service time with the outlier removed, along with 

the monthly data of the number of waiting vessels and container 

throughput, which are additionally extracted from the Port-MIS data.  

4.3 Architecture of the model 
In this study, a multi-stacked LSTM model with two LSTM 

layers, a single dropout layer, and two dense layers was con-

structed to predict the vessel waiting time. The four input features 

mentioned above were first reshaped into a training format. Some 

unit of the input data include the vessel waiting time, vessel ser-

vice time, number of waiting vessels, and container throughput 

of the past period. The data were then passed to two LSTM layers 

with 64 and 32 units, respectively. In each LSTM layer, ‘relu’ 

was used as the activation function and a dropout layer was added 

to avoid overfitting and improve the training process of the neu-

ral network [21]. Finally, two dense layers are used to change the 

dimensions of the vectors from the LSTM layers to one dimen-

sion (the predicted vessel waiting time). The specific parameters 

for each layer are listed in Table 5.  

Table 5: Parameters of each layer of the LSTM model 

Layer Parameters 

LSTM 1 &2 

units = 64/32 
activation = relu 
use bias = True 

kernel_initializer = glorot_uniform 
recurrent_initializer = orthogonal 

return_sequences = True 

Dense 1 

units = 8 
activation = relu 
use_bias = False 

kernel_initializer = glorot_uniform 

Dense 2 

units = 1 
activation = linear 
use_bias = False 

kernel_initializer = glorot_uniform 
Dropout dropout rate = 0.2 

Training 
Process 

optimizer = Adam 
learning rate = 0.001 

loss = MSE 

4.4 Prediction results 

The LSTM model used in this study was implemented using 

the following hardware and operating system: Windows 10 Pro, 

AMD Ryzen 5 4600G with a Radeon Graphics 3.70 GHz proces-

sor, NVIDIA GeForce RTX 3060 Ti, and 32 GB of RAM. In 

terms of software, the deep learning library Keras with a Tensor-

Flow backend engine for parallel computing was utilized in the 

design. Both libraries are available in Python. The input dataset 

used to train the model was collected from 2001.01 to 2022.08 at 

Busan Port, including 260 data points. to predict the vessel wait-

ing time of the container vessels, the dataset is filtered and 
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focuses on the “Full-Container Ship” and “Semi-Container Ship” 

only. 

Our experiment was designed with three different window 

sizes (2, 3, and 4) to evaluate the effect of the window size on the 

prediction performance. For each input dataset, we split the set 

into 80% training and 20% testing sets, with the time sequence 

preserved (unshuffled). The performance of the proposed model 

was assessed using three standard metrics: mean square error 

(MSE), mean absolute error (MAE), and root mean square error 

(RMSE) [22][23]. The training epochs and performance metrics 

for each window size are presented in Table 6. From the results, 

we can observe that the difference between the prediction perfor-

mance with different window sizes is insignificant; however, 

MSE, MAE, and RSME are the smallest when the window size 

is 4. This means that the vessel waiting time is best predicted 

when considering the vessel waiting time, vessel service time, 

number of waiting vessels, and container throughput of the past 

four months. 

Table 6: Performance of the proposed LSTM model with differ-

ent window sizes (2, 3, 4) 

Window 
Size 

Epochs MSE MAE RSME 

2 100 0.0055 0.0744 0.0605 

3 100 0.0051 0.0712 0.0559 

4 100 0.0046 0.0679 0.0539 

Furthermore, a comparison was conducted between the perfor-

mance of the proposed LSTM model and that of the conventional 

RNN model, which was used for the same dataset. Based on the 

previous experiment, the window size of the LSTM model was 

set to 4 (which achieved the highest accuracy), and to better com-

pare the prediction results, the training epoch of the RNN 

model was set to the same value as that of the LSTM. The 

training epochs and performance metrics are listed in Table 7.  

Table 7: Comparison of the proposed LSTM model with the 

RNN model 

Model Epochs MSE MAE RSME 
RNN 100 0.0138 0.1175 0.0922 

LSTM 

(Window: 4 

Batch: 2) 

100 0.0046 0.0679 0.0539 

(a) RNN 

(b) LSTM 

Figure 6: Prediction result of vessel waiting time using RNN and 

LSTM model 

The prediction results of the vessel waiting time using both mod-

els are shown in Figure 6. It is clearly shown that the LSTM 

model achieves a lower error rate in terms of every performance 

metric. 

5. Conclusions
In this study, we first evaluated the process of a vessel within 

the port and defined the vessel waiting time and vessel service 

time. We then proposed a computing method for the two based 

on the Port-MIS data. Data fields such as the time stamp, call 

sign, number of arrivals, vessel type, navigation status, and facil-

ity code were extracted from the vessel calling status.  

Based on these data, the appearance of vessels in the port was 

determined, and the vessel waiting time along with the vessel ser-

vice time was calculated once the vessel status of each appear-

ance was classified. After computing the vessel waiting time and 

vessel service time of container vessels in Busan Port from 

2001.01 to 2022.08, the LSTM model was implemented to pre-

dict the vessel waiting time in the next aggregation period based 

on the current and past vessel waiting times, vessel service time, 

number of waiting vessels, and container throughput.  

Predictions were performed using different window sizes, and 

the performance of each prediction was evaluated. Additionally, 

the prediction results using the proposed LSTM model and the 

conventional RNN model were compared. The results provided 

empirical evidence and verified the feasibility of applying a deep 
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learning approach with an LSTM Neural Network to predict the 

vessel waiting time with adequate accuracy. 

We believe that the present work provides port authorities with 

a method to effectively monitor the port congestion status and 

improve the efficiency of future operations. It also helps liners 

and other participants in the shipping market to determine the 

port of call and adjust their plans. 
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