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Abstract: Recently, interest in autonomous ships has increased significantly in the maritime industry owing to its safety and efficiency. 

Autonomous operation at sea requires an autonomous navigation system, autonomous engine and monitoring control system, and shore 

control center. However, autonomous engine monitoring and control systems are difficult to apply in existing ships because this is a 

more complex task consisting of engine information from the system. In this study, we developed a design method to extract digital 

data from the displayed monitor and to verify the possibility of extracting data from actual vessels using image processing techniques 

to build an autonomous ship platform on a non-autonomous ship platform. The data were extracted by connecting the camera to a 

single-board computer to obtain images and processing by mounting on an actual vessel. In addition, the images obtained using the 

camera and monitoring system screen were compared with the captured images. 
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1. Introduction 
The maritime autonomous surface ship (MASS) has been 

named in a variety of forms, including smart ships, digital ships, 

connected ships, remote ships, unmanned ships, and autonomous 

ships, and is defined by the International Maritime Organization 

(IMO) to create ships that are not simply autonomous [1]-[3]. The 

operating levels of these autonomous surface ships are divided 

from the manual operating level (Level 0) to the fully autono-

mous operating level (Level 5) [1][2]. These autonomous surface 

ships require remote control technology to collect and analyze 

data on land and are defined to enable operational optimization 

of the vessel and condition management [4]. Remote control re-

quires optimized processing of on-board data collection and pro-

cessing, on-shore transmission of collected data, and on-shore 

data sharing [4][5].  

Recently designed and built ships are designed to collect and 

process in-ship data using a ship integrated network called the 

ship area network, which allows real-time monitoring of ship sta-

tus and operational information and remote diagnosis and control 

of the ship's integrated systems. Manufacturers, including 

Kongsberg, are required to meet safety and reliability require-

ments, and open system architecture provides for engine room 

automation. 

However, changing existing vessels operating at home and 

abroad to autonomous ones takes a lot of effort and has a high 

cost, making it difficult to convert existing vessels into autono-

mous ones. 

Image processing technology for existing vessels can provide 

a method for automated vessels. Image processing can use tech-

nology to extract information from the engine monitor image dig-

itally, with the help of computer algorithms [6]. In addition, the 

images can be made available in any desired format. 

We conducted a study on how on-board data can be collected 

through image processing. The results were analyzed by extract-

ing data through image processing using an alarm monitoring 

system (AMS) screen, which is the main engine cylinder status 

of HANBADA's training ship at Korea Maritime and Ocean Uni-

versity. The AMS is a very important part of safe ship operations. 
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The main responsibility of the AMS is to inform, detect, and alert 

engineers of the engine’s status and critical conditions to help 

manage the ship safely [7]. 

2. Theoretical Background
Image processing requires an understanding of optical charac-

ter recognition (OCR). OCR is a technology that converts letters 

and images in print or photographs into digital data. OCR is a 

character recognition method using pattern matching techniques 

that selects the most similar character to the standard pattern 

character by comparing several predefined standard patten char-

acters and input characters. It was a way for a person to register 

a pattern that distinguished characters. However, this approach 

has significantly lower recognition rates for low-quality images 

or cursive writing.  

In recent years, computers have created their own rules for rec-

ognizing text in images through large amounts of data learning, 

instead of using deep learning-based algorithms to register char-

acters directly by humans, leading to significant and ongoing de-

velopment. 

OCR based on deep learning is carried out through four stages: 

(1) pre-processing, (2) character detection, (3) character recogni-

tion, and (4) post-processing, as shown in Figure 1.  

First, pre-processing converts the color into a gray tone and 

analyzes the values of the pixels to compensate for brightness 

and contrast. Using these calibrated images, the pixel values are 

divided into 0 and 1 [8].  

A histogram smoothing process is performed to improve the 

contrast in the image to facilitate character recognition, and the 

image separates a smoothed image from a character through bi-

narization with two values, 0 or 255. A low-pass filter (LPF) is 

applied for denoising. 

Second, this pre-processed image picks out a text area during 

the character detection phase and rotates the text horizontally by 

obtaining the rotation angle of the area [9]. Character calculates 

the position and rotation of the character region for detection in 

a pretreated image and indicates the position of the letter after 

rotation.  

The rotation angle θ according to the rotation of the character 

region extracted from the image can be represented by the fol-

lowing matrix equation (1): 

𝑅𝑅(𝜃𝜃) =  �𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃 −𝑐𝑐𝑠𝑠𝑠𝑠𝜃𝜃
𝑐𝑐𝑠𝑠𝑠𝑠𝜃𝜃 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃 �  (1) 

Figure 1: Flow chart of OCR based on deep learning 

Here, θ is the angle of rotation at the center of the image. 

The (𝑥𝑥′,𝑦𝑦′) rotational transformation of (x, y) coordinates us-

ing the above rotational matrix are as follows:    

�𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃 −𝑐𝑐𝑠𝑠𝑠𝑠𝜃𝜃
𝑐𝑐𝑠𝑠𝑠𝑠𝜃𝜃 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃 � �

𝑥𝑥
𝑦𝑦� = �𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃 − 𝑦𝑦𝑐𝑐𝑠𝑠𝑠𝑠𝜃𝜃

𝑥𝑥𝑐𝑐𝑠𝑠𝑠𝑠𝑥𝑥 + 𝑦𝑦𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃� = �𝑥𝑥
′

𝑦𝑦′�    (2) 

The rotation angle of the letter region can be calculated using 

the coordinates of the four points of the letter region after the 

rotation shift. 

Next, images that are easily characterized through pre-pro-

cessing and character detection processes go through the process 

of recognizing letters using a deep learning system. Recognition 

of letters is the process by which a computer learns from a large 

amount of data to recognize each character and the process of 

extracting the image entered through the OCR algorithm into the 

detected text. 

Finally, letters that have been recognized are converted into 

digital data and stored, and the OCR process ends after a step of 

improving accuracy by modifying unnatural words and charac-

ters in the post-processing step. 

In this study, we performed the OCR process using the Tesser-

act engine, which provides libraries for various operating sys-

tems and development languages among these OCR engines. 
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3. Implementation and Validation
The device was constructed to acquire images by mounting a 

camera on a small computer while considering the ship mounting. 

Software was developed to obtain status information for each 

cylinder of the engine through image acquisition and image pro-

cessing on a small computer. 

The experiment used the Tesseract engine among various OCR 

engines. The Tesseract engine is available in the Raspberry Pi OS, 

an operating system for a small computer, and can recognize 

more than 100 languages worldwide, including Korean, Chinese, 

Japanese, and English. The source code of this experiment was 

based on Python, and image pre-processing was performed using 

OpenCV 4.5.3, and character recognition was performed using 

the Tesseract engine. The pseudocode is as follows:  

Import cv2 #openCV 

Import pytesseract #character recognition 

Image = cv2. imread (“image file”) 

Gray = cv2.cvtColor(Image,cv2.COLOR_BGRGRAY) 

Text = pytesseract.image_to_string(Image.open(file-

name),lang=None) 

3.1 Experiment 1: Extracting text from images created us-

ing camera 
Experiment 1 used a small computer to capture images and 

perform character recognition. Figure 2(a) is an AMS image 

taken using a small computer and camera, and Figure 2(b) shows 

indicated cyl. information of the main engine in the AMS and an 

enlarged image of the parts to be extracted from this experiment 

through letter recognition. 

Figure 2: (a) AMS monitor image for main engine by using the 

camera and (b) Cyl. Information in AMS 

The original image was converted into a grayscale image by 

pre-processing using the OpenCV library, as shown in Figure 3. 

Figure 3: Image converted to gray scale through pre-processing 

Figure 4: Image with recognized character detection process 

The boxed image in Figure 4 indicates the character recogni-

tion region from the grayscale image. 

Figure 5: Result of character recognition 

Figure 5 shows the results of character recognition based on 

the images in Experiment 1. This is the result of displaying the 

parts of the Tesseract Engine, which were recognized as charac-

ter areas in Figure 4, except for parts that were not recognized 

by the Tesseract Engine. The red box in Figure 5 indicates the 

cylinder information recognized from the AMS through image 

processing. 
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Table 1 shows the comparison results of the original data with 

the string extracted through character recognition in Figure 5. 

Table 1(a) represents the result value of the original image in 

experiment 1, and Table 1(b) shows the results extracted through 

character recognition. 

Table 1: Comparison of (a) original data and (b) experimental re-

sults  

(a) MAIN ENGINE 
CYL.1 CYL.2 CYL.3 CYL.4 CYL.5 CYL.6 

EXH GAS TEMP 38.2 41.1 31.1 44.2 51.8 52.8 
SCAV AIR TEMP 41.9 43.7 43.6 43.2 42.9 42.2 
J.F.W OOT TEMP 76.7 76.6 77.1 77.5 76.5 76.9 
PISTON C.O OUT 

TEMP 37.7 37.5 37.6 38.0 37.7 37.8

CYL. LINER TEMP 54.1 
53.2 50.6 54.6 54.5 54.3 52.4

PIS-
TON NOW FLOW NFA NFA NFA NFA NFA NFA

(b) MAIN ENGINE 
CYL.1 CYL.2 CYL.3 CYL.4 CYL.5 CYL.6 

ui GAS TEP 38.2 411 31.1 44.2 31.8 32.8 
SCAV AIR TEMP 49 43.7 43.6 43.2 42.9 42.2 
3.r.W OUT TEMP 76.7 76.6 774 . 75 76.5 76:5 

Pis-
ton c.o OUT TEMP 57.7 3718 5716 38.0 aed a8

CYL-LINER TEMP $4.1
53.2 50.6 54.6 54.5 54.3 52.4

PIS-
TON NON FLOW A, Nea Nee Ran New Nex

Figure 6: Grayscale image with the threshold point 

Experiments showed that accurate identification of characters 

was not possible, and 17 out of a total of 31 items were normally 

identified for numbers, with approximately 54.8 % identified. 

While the recognition of letters and numbers is typically 

achieved, the image shows a decrease in recognition rates for 

decimal points or special characters with small pixel sizes. It was 

not possible to identify a ship monitoring screen using images 

created by the camera. In addition, the light reflection of the 

screen, the resolution of the monitor and camera, and the vibra-

tion of the ship are combined to reduce the recognition rate. 

Figure 6 shows the results of pre-processing the grayscale image 

relative to the threshold point in order to verify reflection by the 

monitor during image acquisition. 

3.2 Experiment 2: Extracting text from images created us-

ing screen capture tools.  
Experiment 2 was conducted by capturing images displayed 

on a monitor; images were not obtained through external cameras. 

We used the same Python script as in Experiment 1. 

Figure 7: (a) AMS monitor image by using the screen capture 

program and (b) Cyl. Information in AMS 

Figure 7(a) is an image taken using the screen capture pro-

gram, and Figure 7(b) is an enlarged image of only the parts to 

be extracted from this experiment through character recognition. 

Figure 8: Image converted to gray scale in experiment 2 

Figure 8 shows the original image taken with the capture pro-

gram that was pretreated using the OpenCV library and 
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converted into a grayscale image. The results of extracting the 

data based on the captured images and removing spaces are 

shown in Figure 9.  

Figure 9: Result of character recognition in experiment 2 

Table 2 shows the comparison results of the original data with 

the string extracted through character recognition from Figure 9. 

Table 2: Comparison of (a) original data and (b) experimental 

results in Experiment 2 

(a) MAIN ENGINE 

CYL.1 CYL.2 CYL.3 CYL.4 CYL.5 CYL.6 

EXH GAS TEMP 41.6 44.5 35.3 46.9 49.8 53.3 

SCAV AIR TEMP 47.8 48.4 48.3 48.5 47.9 46.6 

J.F.W OOT TEMP 74.8 74.7 75.2 75.6 74.7 75.1 

PISTON C.O OUT 
TEMP 33.0 32.5 32.9 33.3 32.8 32.4 

CYL. LINER TEMP 53.5 
53.0 53.9 54.5 53.9 53.8 52.4 

PISTON NOW FLOW NFA NFA NFA NFA NFA NFA 

(b) MAIN ENGINE 

CYL.1 CYL.2 CYL.3 CYL.4 CYL.5 CYL.6 

EXH GAS TEMP 41.6 44.5 35.3 46.9 49.8 ad 

SCAV AIR TEMP 47.8 48.4 48.3 48.5 47.9 46.6 

4.F.W OUT TEMP 74.8 74.7 75.2 75.6 74.7 75.1 

PISTON C.O OUT 
TEMP 33.0 8 2.8 33.3 32.8 32.4 

CYL.LINER TEMP 53:5 
53.0 54.9 54.5 BER] 53.8 52.4 

PISTON NON FLOW NEA NEA NEA NEA NEA NFA 

In Experiment 2, the overall alphabet was identified, but it was 

not possible to accurately identify special characters or symbols. 

However, 25 out of 31 items were normally identified, confirm-

ing that approximately 80.6 % were identified. We can see higher 

recognition rates in English and numbers than in Experiment 1. 

4. Conclusion
In this study, data extraction in an AMS monitor was per-

formed by applying an OCR to study the autonomous surface 

ship platform method of existing vessels using image processing. 

From the experimental results, we achieved a higher recogni-

tion rate in high-definition and high-resolution images, but given 

that the recognition rates for English and special characters are 

still low, it is expected that autonomous surface ship platforms 

using image processing should provide better resolution images. 

Further research should be conducted to obtain a better resolution 

for OCR-based data extraction, as accurate monitoring of ship 

status is very important for navigation safety even at remote lo-

cations. Furthermore, it is expected that research will be required 

on data extraction methods via on-board data hooking for on-

board monitoring rather than image processing. 
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