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Abstract: In dense image captioning, multiple sentences are generated by identifying the various contexts present in an image through 

the use of an object detection network to extract the regions of interest (ROIs) at which objects exist in the image. However, because 

the size of ROIs obtained from the object detection network is dependent on the size of the target object, each ROI is limited to 

containing only fragmentary information about the target object. Therefore, in this paper, we propose Description Region Expansion 

(DRE), in which clusters of ROIs are extracted from the detection network and combined into single ROIs. DRE is located behind the 

detection network. The expansion of the ROIs allows the relationships between object clusters rather than single objects to be expressed 

in dense image captioning. To verify the validity of the model, training and evaluation were conducted using the Visual Genome dataset. 

The BELU-1 score of 0.678 and Meteor score of 0.463 achieved by the model confirms its excellent performance. 
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1. Introduction 
The increase in CCTV density and technological advances in 

video equipment have made machine-based surveillance systems 

possible, and, more recently, common. The installation of 

CCTVs in almost all public areas has revealed limitations in 

manned monitoring systems resulting from the vast number of 

CCTVs, including invasion of privacy. Various studies on un-

manned surveillance systems to solve these problems are being 

actively conducted. Recently, the development of object recogni-

tion technology has enabled various applications in image under-

standing through the utilization of information contained in im-

ages. Image captioning refers to the technology of generating 

sentences that describe the situations in images. It is an essential 

element of unmanned surveillance systems, but research on this 

topic is limited. 

Image captioning is a technology for describing object infor-

mation and context in an image. Because this technology in-

cludes the processes of both image analysis and processing as 

well as the generation of natural language descriptions, it in-

volves the fusion of two disparate technologies. Methods for gen-

erating one description for each image have been intensively 

studied in image captioning. However, this approach is not ap-

propriate because applications such as Question Answering [1], 

which includes unmanned surveillance systems, requires all the 

objects in the image to be described. However, the focus of main-

stream research is still on general image captioning and there is 

a lack of interest in dense image captioning [2], which requires 

the acquisition of various information. 

Methods for selecting image descriptions from a set of pre-

defined sentences or corresponding words in a fixed template 

have previously been used for image captioning [3]-[5]. How-

ever, these methods do not provide smooth descriptions of the 

given image because the generated sentences are limited. Accu-

rate sentence generation has been made possible by the introduc-

tion of deep learning technology, which has led to significant 

achievements in computer vision and natural language 
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processing. In particular, the encoder-decoder-based model 

achieves excellent performance by combining a convolutional 

neural network (CNN) for inferring the context of the image with 

a recurrent neural network (RNN) for generating the sentence de-

scription based on the feature vector. The use of this structure has 

become mainstream because image captioning models can be 

easily designed and debugged owing to the intuitive modular 

structure modularized with encoders and decoders. 

Vinyals et al. [6] were the first to apply the encoder-decoder 

structure to image captioning. They extracted the feature vector 

of the image using Inception v3 as the encoder, and generated 

sentences using a long-short term memory (LSTM)-based de-

coder.  

Xu et al. [7] and You et al. [8] proposed an attention technique 

that focused on visually important parts of images such as hu-

mans. The attention technique achieved excellent performance 

by using a structure that allowed for visual and word-level atten-

tion. He et al. [11] proposed a model to improve structural accu-

racy by focusing on the elements of the sentence to estimate the 

part-of-speech during the sentence generation process. Although 

the generation of image caption sentences that could accurately 

describe the context was demonstrated in these studies, only one 

caption was generated for each image. Unlike a caption dataset, 

a typical image often contains multiple contexts in one scene. 

Therefore, studies on dense image captioning for the simultane-

ous description of numerous contexts, such as those in the actual 

environment, are being conducted. 

Johnson et al. [2] proposed Fully Convolution Localization 

Networks (FCLN) to generate multiple sentences from one im-

age based on Faster-RCNN. The developed model could output 

information on all the objects by using a dedicated dataset for 

dense image captioning and combining it with the latest object 

detection algorithm. Yang et al. [9] and Li et al. [10] improved 

the network structure to use only the feature vectors. They also 

improved the accuracy of the image masks for captioning by in-

cluding context features. Although these models could efficiently 

acquire detailed information by focusing on individual objects, 

they had weak capabilities for describing the relationships be-

tween objects required by humans. 

To solve this problem, we propose a relation-oriented dense 

image captioning model in this paper. The proposed model is 

based on Description Region Expansion (DRE) and generates 

captions for each object cluster. Objects are extracted using Yolo 

v3-based region proposals for fast object detection. The 

limitations of existing captioning techniques based on the feature 

vector of a single object are overcome by estimating a cluster 

object given by the intersection over union (IOU) of the objects 

in an image and their adjacent objects. The proposed model gen-

erates captions for each cluster object by applying an injection-

based image captioning network based on the feature vector of 

the estimated bounding box. Through this process, relationship-

oriented sentence generation is made possible because the feature 

vector includes a bounding box that covers the surrounding ob-

jects in place of simply acquiring surrounding information 

through a margin or preprocessed context information. To verify 

the validity of the proposed model, training and testing were con-

ducted using the Visual Genome dataset [19]. 

2. Related Studies
2.1 Encoders in Image Captioning 

The image captioning model is divided into two steps, namely, 

image feature vector extraction and sentence generation from the 

feature vectors. In image captioning, information is generally ac-

quired immediately before the classifier in the form of the image 

feature vector of the image without using class information from 

object recognition. Therefore, despite the application of image 

analysis models, the use of object information from object recog-

nition models in most image captioning models varies with the 

characteristics of the image captioning model. In such image cap-

tioning models with an encoder-decoder structure, the expressive 

power of the sentence is dependent on the performance of the 

encoder. Therefore, a precise image captioning model is required 

to classify the various objects and an accurate object recognition 

model should be used for the encoder. 

Early studies on deep learning have focused on object recog-

nition and resulted in the development of several excellent object 

recognition models. In particular, the VGGNet [12], ResNet [13], 

Inception v3, and Inception v4 [14][15] models achieved excel-

lent performance in the ImageNet Large Scale Visual Recogni-

tion Competition (IRSVRC), and have been applied as encoders 

for image captioning. The problem of gradient loss due to the 

deepening of the CNN layer was solved through the use of the 

residual block in ResNet, which has been widely applied in im-

age captioning models. The application of object detection mod-

els such as RCNN and Yolo, which have relatively complex 

structures, was limited compared to existing object recognition 

models because of their low object classification and computa-

tional efficiency. Image captioning models that use object 
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detection models capable of detecting even small and diverse ob-

jects are being studied. An object detection model such as Yolo 

[16][17] or Faster R-CNN [18] is typically used as an encoder. 

Faster-RCNN has been widely used as an encoder because it can 

offer more precise detection than Yolo and has a relatively easily 

modified network. However, Faster-RCNN has a disadvantage in 

that its detection speed is relatively slow compared to Yolo.  

2.2 Dense Image Captioning 
Unlike conventional image captioning, multiple captions are 

acquired from a single image in dense image captioning. There-

fore, it is necessary to provide information on the various objects 

to the decoder in the encoder stage. However, because only a sin-

gle feature vector over the entire image is input to the decoder in 

existing methods, the trained model can only generate limited 

captions. To solve this problem, approaches for generating and 

inputting feature vectors through the separation of object units in 

the image have been studied. 

Johnson et al. [2] applied an object detection model that output 

the location information of the various objects that existed in the 

image together so that their feature vectors could be input. In 

their FCLN model, a feature vector for each object region was 

extracted by estimating the relative position in the image feature 

vector based on the positions of the bounding boxes generated by 

Faster-RCNN. The caption for each object was generated by per-

forming individual captioning on each extract feature vector. 

Subsequently, Yang et al. [9] and Li et al. [10] separately ana-

lyzed the contextual features in the entire image to obtain the 

background and context information lost during feature vector 

extraction. Although this approach could capture the interaction 

of an object with the surrounding space, it still had the limitation 

of outputting only local information. This is because only ex-

tremely local information was provided to the decoder when only 

a single object was acquired in the process of extending the fea-

ture vector. Therefore, to solve this problem, information on 

complex object clusters should be provided. 

2.3 Evaluation Metrics for Image Captioning 
The performance of image captioning technology is com-

monly evaluated using performance indicators for natural lan-

guage processing machine translation. The most commonly used 

performance indicators are the Bi-Lingual Evaluation (BLEU) 

[20] and Metric for Evaluation of Translation with Explicit Or-

dering (METEOR) [21]. 

2.3.1 Bi-Lingual Evaluation Understudy (BLEU) 

The BLEU score provides a quantitative indication of the de-

gree of agreement between the correct answer sentence and the 

generated sentence based on the n-gram, which is a sequence of 

n consecutive words. The BLEU score can be calculated as 

BLEU-1, which is based on a single word, up to BLEU-4 using 

four words depending on the number of words to be compared. 

The BLEU score is calculated as follows: 

BLEU = Brevity × exp (1
𝑁𝑁
∑ 𝑤𝑤𝑛𝑛 log𝑝𝑝𝑛𝑛𝑁𝑁
𝑛𝑛=1 )  (1) 

Brevity Penalty = �
1

exp (1− 𝑟𝑟
𝑐𝑐
)   𝑖𝑖𝑖𝑖  𝑐𝑐 > 𝑓𝑓

𝑖𝑖𝑖𝑖  𝑐𝑐 ≤ 𝑓𝑓       (2) 

As shown in Equation (1), the BLEU score is calculated using 

the Brevity Penalty (BP), log 𝑝𝑝𝑛𝑛, which is the accuracy for each 

n-gram; 𝑤𝑤𝑛𝑛, which is the weight of the n-gram; and N, which is 

the number of n-grams. The total sum of 𝑤𝑤𝑛𝑛 should be 1. There-

fore, 𝑤𝑤𝑛𝑛 is 1 for 1-grams and 0.25 for 4-grams. The BP prevents 

the short length of short generated sentences from increasing the 

accuracy score spuriously. If the length c of the sentence gener-

ated by the model is less than or equal to the length r of the actual 

sentence, a penalty is imposed as given in Equation (2). A high 

BLEU-1 score indicates that the generated sentence uses the 

same words as the correct sentence, while a high BLEU-4 score 

indicates that the generated sentence uses similar expressions to 

the correct sentence. 

2.3.2 Metric for Evaluation of Translation with Explicit Ordering 

(METEOR)  

In general, people may often use different words with the same 

meaning to describe scenarios. For example, the BLEU score is 

low for the two sentences “The man is holding a cellphone” and 

“A boy holding the smartphone” even though they have similar 

meanings. This is because synonymous synonyms are not con-

sidered when calculating the BLEU score. Therefore, the Meteor 

score was calculated by considering the morphemes and syno-

nyms.  

The Meteor score is based on the harmonic average of the pre-

cision and recall of the 1-gram. It is calculated using the ratio of 

the matching words between non-n-gram generated sentences 

and the correct sentences. A penalty is imposed for long sen-

tences: 

Meteor = 𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(1 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)  (3) 



Yeong-Jae Shinㆍ Seong-Beom Jeongㆍ Ju-Hyeon Seongㆍ Dong-Hoan Seo 

Journal of Advanced Marine Engineering and Technology, Vol. 45, No. 6, 2021. 12       437 

where the imposed penalty depends on the sentence length, and 

𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  is the harmonic average of the 1-gram precision and recall 

considered for each word. 

3. Proposed Dense Image Captioning
3.1 Overview of the Proposed Method 

Although existing dense image captioning methods can gen-

erate captions for all the objects in an image and present detailed 

information such as the object properties, they can only output 

very local information. To solve this problem, we propose a 

DRE-based, relational-oriented dense image captioning model in 

which clustered objects that integrate high-relevance surround-

ing objects are extracted. Generally, a sentence is output in dense 

image captioning through a decoder by cropping the feature vec-

tor of the image based on the bounding box of the object gener-

ated by the object detection model. In this process, only the min-

imized object area can be obtained owing to bounding box re-

gression in the object detection model. The surrounding back-

ground and related objects are removed during feature vector ex-

traction based on the minimized object area. To solve this prob-

lem, the description area is expanded to the union between the 

detected object areas in the proposed model, and a feature vector 

that includes the surrounding objects is output. Figure 1 shows 

the overall system architecture of the proposed model. 

The detection network uses a pre-trained Yolo v3 [15] object 

detection algorithm for region of interest (ROI) prediction. The 

input image is first converted to 3 × 416 × 416  and input to 

Darknet53, the backbone of Yolo v3, for feature vector extrac-

tion. Darknet53 consists of 52 convolution layers and one aver-

age pooling layer. The size of the feature map is adjusted by set-

ting the stride of the convolution layer without using a max-

pooling layer. The 3 × 416 × 416  input image passes through 

DarkNet and is converted into a 1024 × 13 × 13 feature vector. 

(𝑥𝑥1, 𝑦𝑦1, 𝑥𝑥2, 𝑦𝑦2) bounding boxes are finally output by the subse-

quent detection layer. Each ROI contains eight predicted quanti-

ties, namely, the image index, bounding box infor-

mation (𝑥𝑥1, 𝑦𝑦1, 𝑥𝑥2, 𝑦𝑦2) , objectness score, confidence score, and 

classified class. The bounding box information contains a total of 

four values (𝑥𝑥1, 𝑦𝑦1, 𝑥𝑥2, 𝑦𝑦2) where (𝑥𝑥1, 𝑦𝑦1) are the coordinates of 

the upper left corner of the predicted ROI, and (𝑥𝑥2, 𝑦𝑦2) are the 

coordinates of the lower right corner. The objectness score is the 

probability that an object exists in the predicted ROI, and the 

confidence score quantifies the classification probability. The 

proposed model integrates the surrounding objects using only the 

coordinates and objectness of the ROIs. 

3.2 Detection Network 
Because the size of the ROI obtained from the detection net-

work is tailored to the size of the target object, it is difficult to 

obtain the relationship between different objects with only a sin-

gle ROI. It is therefore necessary to expand the ROI by combin-

ing adjacent bounding boxes. To achieve this, we propose DRE, 

which expands the ROI by identifying objects with relationships 

to one another based on their IOUs. 

To describe an object in a sentence, the area of interest must 

include the object and its surrounding environment. Therefore, a 

margin of 10 % is added to each bounding box obtained by pre-

processing to expand the size of the box. Because some bounding 

boxes obtained during this process may be too small to be ex-

pressed as sentences, bounding boxes below a certain size are 

deleted. Figure 2 illustrates the DRE process. The remaining  

bounding boxes are first sorted in descending order of their ob-

jectness score. The DRE process proceeds in the following 

Figure 1: The structure of the proposed image captioning model 
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Figure 2: The sequence of Description Region Expansion 

sequence, where each step is graphically represented in Figure 2: 

1. After creating a new set of bounding boxes, the bounding

box with the highest score is moved.

2. The IOU between the moved and remaining bounding

boxes is calculated to understand the relationship between

objects.

3. Objects with an IOU of 0.05 or higher calculated in the pre-

vious process are recognized as related objects and moved

to the set of bounding boxes.

4. Steps 2 – 4 are repeated until there are no more boxes to be

moved.

After the above process is completed, the size of the new 

bounding box for each set is defined using minimum value of the 

upper left corner and the maximum value of the lower right cor-

ner of the set. That is, the entire set is converted into a bounding 

box. Therefore, 𝐷𝐷  bounding boxes are reduced to 𝐷𝐷′  bounding 

boxes. After the completion of the above process, each set be-

comes a large bounding box through the combination of bound-

ing boxes included in the newly created set. 

3.3 Bilinear Interpolation 
The size and ratio of the bounding box output from DRE is 

adjusted to 3 × 416 × 416 to fit the input size of the detection 

network. Therefore, it is necessary to adjust the coordinates of 

the bounding box to match the ratio of the image feature map 

bounding box. 

The image feature map uses the output from the DarkNet53 

backbone of the detection network. While the size of the feature 

map is 1024 × 13 × 13 , the extracted bounding box has the 

same ratio as the image, which has a size of 416 × 416 . A 

13 × 13  grid is therefore created, and the coordinates of the 

bounding box and mapped part cropped and extracted. The size 

of the feature map is then transformed into 1024 × 7 × 7 using 

bilinear interpolation. 

 3.4 Recognition Network 
The recognition network is composed of fully connected lay-

ers. It receives a 1024 × 7 × 7 feature map as input. The input 

feature map is flattened into a one-dimensional vector and passes 

through a fully connected layer, which has a dimension of 512, 

and then through batch normalization before it is input to the lan-

guage model. 

3.5 Language Model 
The language model receives the feature vector and embedded 

words as the input from the recognition network. The structure 

of the input 𝑥𝑥𝑡𝑡 and output 𝑦𝑦𝑡𝑡 of the language model are as fol-

lows: 

𝑥𝑥𝑡𝑡−1 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 ,     (4) 

𝑥𝑥𝑡𝑡 =  𝑆𝑆𝑡𝑡, 𝑡𝑡 ∈ {0 …𝑁𝑁 − 1},     (5) 

𝑦𝑦𝑡𝑡+1 =  𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑥𝑥𝑡𝑡), 𝑡𝑡 ∈ {0 …𝑁𝑁 − 1}        (6) 

The feature vector in Equation (4) is the output of the recogni-

tion network and is input only once at time 𝑡𝑡 = −1. 𝑆𝑆𝑡𝑡 in Equa-

tion (5) denotes an embedded word, and N the number of em-

bedded words in the sentence. 𝑆𝑆0 is the <start> token indicating 

the beginning of the sentence, and 𝑆𝑆𝑁𝑁 is the <end> token indicat-

ing the end of the sentence. In Equation (6), the input 𝑥𝑥𝑡𝑡 is re-

peatedly input to the LSTM at each time point 𝑡𝑡 to generate the 

output vector 𝑦𝑦𝑡𝑡  and hidden vector ℎ𝑡𝑡  as ℎ𝑡𝑡 ,𝑦𝑦𝑡𝑡 =  𝑓𝑓(ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡) 

where 𝑓𝑓 represents the LSTM. The size of each embedding vec-

tor and the hidden layer is 512. The loss function 𝐿𝐿(𝑆𝑆) of the lan-

guage model is expressed as 

𝐿𝐿(𝑆𝑆) = −∑ log�𝑝𝑝𝑡𝑡(𝑆𝑆𝑡𝑡)�𝑁𝑁
𝑡𝑡−1          (7) 

where 𝑆𝑆𝑡𝑡 is the input at each time point, and 𝑝𝑝𝑡𝑡 is the probability 

distribution for all the words. 𝐿𝐿(𝑆𝑆) is calculated as the sum of the 

negative log likelihood at each time point. The parameters of the 

LSTM should be set to minimize 𝐿𝐿(𝑆𝑆). 
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4. Experiment and Results
4.1 Datasets and Preprocessing 

The Visual Genome (VG) dataset was used in this study to 

train and verify the proposed model. The version of the VG da-

taset used contains a total of 108,000 images and 4.1 million sen-

tences. Each sentence has a relation property that indicates 

whether the sentence describes one object or a relationship be-

tween objects. Here, to investigate the expression of relationships 

between the target objects in a sentence, only the cases where 

relational information exists were extracted from the 4.1 million 

sentences in the dataset. A total of 997937 sentences were used 

for training after the removal of short sentences consisting of four 

or fewer words. To optimize the dataset, we converted words 

with a frequency of five or less into tokens during the prepro-

cessing process. In addition, the beginning and end of each sen-

tence can be learned by adding a <start> token at the beginning 

of the sentence and an <end> token at the end. The total number 

of words, including the <unk>, <pad>, <start>, and <end> to-

kens, was 6655, which was used as the dimension of the decoder 

embedding and final output layers. The output dimension of the 

embedding layer for vectorizing sentence information was set to 

512. This is the same as the dimension of the last fully connected 

layer constituting the LSTM and recognition layers. 

4.2 Results and Discussion 
The ROI is expanded to realize dense image capturing for de-

scribing the relationship between objects. The BLEU-1 to 

BLEU-4 scores, which compare successive identities with sen-

tences in the dataset, were used to evaluate the performance of 

the proposed model. Table 1 shows the BLEU-1 to BLEU-4 

scores of the model. The proposed model achieved a lower 

BLEU-4 score than the compared models, which seems to imply 

that it could not generate accurate and rich sentences by focusing 

only on image information. However, it achieved the highest Me-

teor score of 0.463 while CAG-NET and FCNL achieved similar 

scores. 

Table 1: The BLEU-1 to BLEU-4 and METEOR scores achieved 

by various models on the dataset 

Model BLEU-1 BLEU-2 BLUE-3 BLEU-4 Meteor 
FCLN - - - - 0.305 

CAG-NET 
[23] - - - - 0.316 

ASG [22] - - - 0.176 0.221 
Proposed 

model 0.678 0.447 0.252 0.141 0.463 

Figure 3: Samples of captions generated by the model 

Figure 3 shows the sentences and their domains generated by 

the proposed model. Figure 3(a) shows an image of a cat sitting 

on a desk containing other objects, such as monitors and books. 

However, information on the objects other than the cat does not 

appear in the sentence because of the disappearance of the image 

feature vectors. 

Figure 3(b) shows a scene of several horses in a field. A total 

of three description regions were generated, and the sentences 

describing the horses standing on the field or grazing on grass are 

well expressed. However, the detection network did not detect 

the object that looks like a dog on the far right because of its small 

size. A sentence for this object was therefore not generated. 

Figure 3(c) shows a scene of a train on a track. No other ob-

jects except for the train are visible in the picture, and only one 

description region was generated. This sentence also accurately 

describes the train on the track.  

Figure 3(d) shows an image of a parked bicycle and a cat. A 

total of two description regions were detected. The sentence for 

the left region accurately expresses information about the bicy-

cle. For the right region, it was confirmed that the output sentence 

describes the cat in the back and not the bicycle. 

5. Conclusion
In this paper, we proposed a relation-oriented dense image 

capturing model that creates sentences by concentrating on the 

relationship between the detected objects and expanding the 

range of sentence generation in dense captioning. In addition, 
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DRE was developed to create a description region that includes 

information on various objects by combining the ROIs extracted 

from the given image. Unlike existing dense captioning, the de-

scription region combined through DRE contains information 

about several objects. This makes it possible to express not only 

simple descriptions but also complex situations such as relation-

ships and actions accurately and richly between objects. The per-

formance of the proposed model was compared and evaluated 

using the BLEU score. A high performance score of 0.678 was 

achieved for the BLEU-1 score. 

Through this study, it is expected that the relationships be-

tween objects will be more accurately described with richly ex-

pressive sentences in the field of dense captioning in the future. 
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