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Abstract: The problem of greenhouse gas emissions is considered as one of the most important problems in global environmental 

issues. In the shipping industry, the problem of greenhouse gas emissions is also a critical issue, and International 

Maritime Organization published 3rd report on greenhouse gas in 2014. Studies on greenhouse gas emissions in the shipping 

industry have mainly focused on policy issues or an estimation of greenhouse gas emissions from fuel consumption. In this paper, we 

forecast greenhouse gas emissions using nonparametric statistical methods. Among the nonparametric statistical methods, local 

regression with one-sided kernel function is used to forecast a future value. However, setting a future value as an unknown in the 

optimization procedure gives the difference between the test error and the training error. We propose the adjusted least squares with 

pseudo data to reduce this difference and to get a more accurate forecast. Theoretical bases on our method and empirical results are 

presented comparing the various types of pseudo data. 
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1. Introduction 
Global warming is the largest part of the climate change 

problem. According to the IPCC Fifth Assessment Report [1] (see 

Figure 1 and Figure 2), the global surface temperature increased 

by about 0.85 degrees Celsius from 1880 to 2012. Since the 

industrial era, greenhouse gas(GHG) emissions have risen sharply 

and are believed to be responsible for global warming. 
 

 
Figure 1: Land and sea surface temperature difference trend 

 

 
Figure 2: GHG emissions trend 

 
In January 2014, “Roadmap For Achieving The National 

GHG Reduction Target” was announced in Korea. In addition, 

domestic GHG emissions trading system has been introduced 

since 2015. Since Korea's GHG reduction target submitted to 

the UNFCCC was 30% (compared to 1990) by 2020 as in [2], 

Korea should make efforts to reduce GHG emissions. 

According to the International Maritime Organization (IMO) 

GHG study in 2014 [3], CO2 emissions from international 

shipping industry are about 796 million tons. This amount 

accounts for 2.2% of the world's CO2 emissions. 

Therefore, concern in the GHG emissions in the shipping 

industry problem has been increasing in related fields. Nadine et 

al. [4] has done research on how to allocate CO2 emissions from 

the shipping industry among countries. They argued that 

emissions should be allocated according to the nationality of the 

ship operating company. Crist [5] estimated the level of GHG 

emissions from international maritime industry and focused on 

some factors for future emission levels such as GHG-reducing 

technology options, speed reduction and fuel switching. James 
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et al. [6] predicted that energy consumption would increase as 

global maritime transport increases, resulting in an increase in 

future GHG emissions. Choi et al. [7] estimates GHG emissions 

from domestic shipping industry and fishery using the GHG 

emissions factor of IPCC Guideline. Lee et al. [8] experimented 

with a training ship to calculate GHG emissions with fuel 

consumption for one year. Paik et al. [9] analyzed the domestic 

shipbuilding industry by process, and predicted the GHG 

emissions from using ARIMA model. They forecasted that the 

GHG emissions in 2035 will be more than double from 2007. 

Kim et al. [10] considered the problem of determining the ship 

speeds and fleet sizes to reduce GHG emissions and suggested 

the carbon tax and the emission trading scheme as actual 

regulations. As above, existing studies on GHG emissions in 

shipping industry mainly focused on policy issues or estimation 

of greenhouse gas emissions from fuel consumption in an 

engineering point of view. In the latter case, IPCC emission 

factors are used to estimate the GHG emissions. Since the 

emission factors have not been updated for a long time and the 

emission amount may vary depending on the type of ship and 

the operating environment, an estimation of GHG emissions 

through statistical methods considering the latest situations in 

Korea can be meaningful. In this study, we carried out GHG 

emissions forecasting using nonparametric statistical methods. 

Nonparametric statistics methods are useful when a mean 

function is not clear and/or a process is very volatile. Among 

the nonparametric statistical methods, local regression is a 

representative one.  

Local regression studies related to forecasting can be found 

in the practical areas such as traffic forecasting, energy demand 

forecasting and weather forecasting. Sun et al. [11] used local 

linear regression to predict short-term traffic volumes and 

showed that this method is better than the local constant 

regression and kNN method. Elattar et al. [12] showed that 

SVM regression using the regular parameters with the local 

weight outperforms the result from the standard SVM 

regression in forecasting an electric load. Pinson et al. [13] used 

a new type of local regression to forecast a wind power 

production. In their study, the coefficients are obtained from a 

Total Least squares (TLS) criterion that uses orthogonally fitted 

residuals.  

When using the kernel function in local regression, we need 

points on both sides of the target point. However, in the 

forecasting problem, it is impossible to use the data to the right 

side of the target point, i.e., future values. This leads us to use 

one-sided kernel. One of the previous studies dealing with 

forecasting problem based on one-sided kernel approach is the 

work of Gijbels et al. [14]. Li et al. [15] also developed the one-

sided kernel approach for extrapolation in an arbitrarily small 

region. 

To predict future values using the above two techniques, the 

predicted value is set as an unknown. This is one of the causes 

of the difference between the test error and the training error. In 

this study, we implement the adjusted least squares with pseudo 

data for this unknown, transforming the test error into the 

training error, and predict a future value. 

The remainder of the paper is organized as follows. The 

adjusted least squares method using local regression and one-

sided kernel is introduced in Section 2. In Section 3, the 

empirical results on the forecasting accuracy of the GHG 

emissions using this method are presented. Conclusions and 

future works are mentioned in Section 4.  
 

2. Methods 
2.1 Local regression 

Local constant regression (or kernel regression) was first 

proposed by Nadaraya [16] and Watson [17] as a way of locally 

estimating the true value by averaging points when given a 

certain bandwidth. 

An estimator by local constant regression for some y at x 

using a uniform kernel is as below, 
 

𝑦𝑦� = ∑ 𝟏𝟏(|𝑋𝑋𝑡𝑡 − 𝑥𝑥| ≤ ℎ𝑇𝑇
𝑡𝑡=1 )𝑦𝑦𝑡𝑡 ∑ 𝟏𝟏(|𝑋𝑋𝑡𝑡 − 𝑥𝑥| ≤ ℎ𝑇𝑇

𝑡𝑡=1 )⁄                (1) 
 

where 1(•) is the indicator function and h is a bandwidth 

parameter. Generalizing local constant regression, local 

polynomial regression was proposed by Cleveland et al. [18] 
 

𝑦𝑦� = 𝑒𝑒1𝑇𝑇(𝑋𝑋𝑥𝑥𝑇𝑇WxXx)-1𝑋𝑋𝑥𝑥𝑇𝑇WxY                                                     (2) 
 

where,  
 

𝑋𝑋𝑥𝑥=

⎣
⎢
⎢
⎢
⎡
1   𝑥𝑥1 − 𝑥𝑥   ∙   ∙   ∙      (𝑥𝑥1 − 𝑥𝑥)𝑝𝑝
∙          ∙        ∙                   ∙           
∙          ∙            ∙               ∙           
∙          ∙                ∙           ∙           

 1  𝑥𝑥𝑇𝑇 − 𝑥𝑥    ∙   ∙   ∙    (𝑥𝑥𝑇𝑇 − 𝑥𝑥)𝑝𝑝⎦
⎥
⎥
⎥
⎤

,  Wx= diag1≤𝑡𝑡≤𝑇𝑇{K(𝑥𝑥𝑡𝑡−𝑥𝑥
ℎ

)} 

 

, Y=[y1, ..., yT] 

 

and e1 is the column vector of 1 in 1st position and 0’s in other 

positions, K(•) is a kernel function.  
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As seen in Equation (1) and (2), without assuming any 

specific function ahead except for a kernel function, we can 

estimate a data generating process by using local regression. 

2.2 One-sided kernel 
   In order to make use of kernel function using local regression 

for the forecasting problem, we need to use the asymmetric 

kernel function, i.e., one-sided kernel function. Taking a 

gaussian kernel function as an example, 

 

K(u) = 1
√2π

exp(−𝑢𝑢
2

2
)1(u≤0)                                                  (3) 

 

where u is a standardized variable. To consider only one side of 

the support, the indicator function is used. One-sided kernel is 

proposed by Muller [19] to detect the discontinuities in 

nonparametric regression. The discontinuity usually occurs at 

the boundaries of an interval and it can cause inconsistency or 

bias of the estimator, that is, a boundary effect. There are some 

studies to solve this problem, and as recent studies Campo et al. 

[20] and Hickman et al. [21] used one-sided kernel function to 

solve this problem. 

   Considering that the boundary point is an end point in a given 

interval, one-sided kernel can be used for the forecasting 

problem. Gijbels et al. [14] theoretically showed how the 

exponential weighted moving average (EWMA) is identical 

with local regression with one-sided kernel function in the 

forecasting problem. Li et al. [15] also used one-sided kernel 

method to extrapolate a future value with some modified cross-

validations.  

2.3 Pseudo data 
In nonparametric statistics, pseudo data method is used to solve a 

boundary effect when estimating a kernel density function. 

Cowling et al. [22] used pseudo data beyond the support of the 

density. They made pseudo data from using data points to the one 

side of a certain point. According to an example in their paper, a 

pseudo data point X-1 to the left of the support [0, 1] can derived by 

X(-1) = 3X(1) + X(2), where X(i) is the order statistics of the data Xi. 

Therefore, the pseudo data can be some data points beyond the 

support, but not include a boundary point that should be a forecast 

in the forecasting problem. 

As another way to generate pseudo data, the reflection data 

method is also suggested by Cline et al. [23]. As long as the 

derivative of the density is zero at the boundary of the support, this 

method just adds {-X1, -X2, . . . , -Xn} to the other side of original 

data set {X1, X2, . . . , Xn}. This method is basically based on the 

symmetry of the density function, which makes it possible to obtain 

pseudo data set on the other side of the given support.  

Unlike the density estimation using the pseudo data idea, in 

the forecasting problem we cannot expect a symmetry feature 

helpful for making pseudo data. Instead, candidates for pseudo 

data in the forecasting problem can be a value at the current 

point, a sample mean up to the current point or a predicted 

value by linear regression. We use these three types of pseudo 

data in this study.  

2.4 Least squares adjusted with pseudo data 
   Consider a model, 

 

yt = m(xt) + et                                                                                                               (4) 

 

where xt is a predictor and yt is a response variable via a mean 

function m(xt), and et is an independent and identically 

distributed random variable with zero mean and unit variance 

and is independent of the xt. 

In the forecasting problem using local regression, the goal is 

to minimize test error or prediction error (PE), 

 

PE(𝑚𝑚� ) = E[(yT+1−𝑚𝑚� (xT+1; h))2 | Τ]                                         (5) 

  

 where Τ = {(xt, yt) : t = 1, ..., T}. 

  

For a mathematical convenience, the expected prediction 

error(EPE) is be more useful, 

 

EPE(𝑚𝑚� ) = E[(yT+1−𝑚𝑚� (xT+1; h))2]                                            (6) 

 

With a discrete data set, Equation (6) is approximated by the 

average squared residuals(ASR) or a training error, 

 

ASR(h) = T-1∑ (𝑦𝑦𝑡𝑡 − 𝑚𝑚�(𝑥𝑥𝑡𝑡;  ℎ)𝑇𝑇
𝑡𝑡=1 )2                                                           (7) 

 

Denote the minimizer of (7) as ℎ�𝑜𝑜 

 

ℎ�𝑜𝑜 = arg limℎ≥0(ASR(ℎ))                                     (8) 

 

Using ℎ�𝑜𝑜, we obtain the local constant estimator 𝑦𝑦�T+1 

 

𝑦𝑦�T+1= ∑ 𝐾𝐾(𝑇𝑇
𝑡𝑡=1

𝑥𝑥𝑡𝑡− 𝑥𝑥𝑇𝑇+1
ℎ�𝑜𝑜

)𝑦𝑦𝑡𝑡 ∑ 𝐾𝐾(𝑇𝑇
𝑡𝑡=1

𝑥𝑥𝑡𝑡− 𝑥𝑥𝑇𝑇+1
ℎ�𝑜𝑜

)�                               (9) 
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This is the basic scheme of the forecast using one-sided 

kernel used in the previous studies, such as [14][15]. However, 

instead of approximating as Equation (7), if we can transform 

the test error minimization problem into the training error 

minimization problem we can expect a less test error than 

before. To do this, of course, we need to know the actual value 

in the future, but it is impossible. Instead, we propose pseudo 

data 𝑦𝑦� T+1 in substitution for actual yT +1 to obtain a pseudo-

training error as Equation (10), from which the pseudo-optimal 

bandwidth for forecasting yT+1 is obtained. As mentioned in 2.3, 

we use three types of pseudo data for 𝑦𝑦�T+1. 

With 𝑦𝑦� T+1, we can construct a new set, Τ p = Τ ∪  {(xT+1, 

𝑦𝑦�T+1)}. To express training error using pseudo data, denote the 

pseudo-training error by PTE, 

PTE(𝑚𝑚� ) = E[(yT+1−𝑚𝑚� (xT+1; h))2 | Τp]              (10) 

Then, pseudo ASR including 𝑦𝑦�T+1 becomes 

ASR(h) = (T+1)-1{∑ (𝑦𝑦𝑡𝑡 − 𝑚𝑚�(𝑥𝑥𝑡𝑡;  ℎ)𝑇𝑇
𝑡𝑡=1 )2+ (𝑦𝑦�T+1−𝑚𝑚� (xT+1; h))2}       (11) 

Denote the minimizer as ℎ�𝑝𝑝 

ℎ�𝑝𝑝= arg limℎ≥0(ASR(ℎ))    (12) 

Recall that PE = MSE + σ𝑒𝑒2, where MSE is a mean square 

error and MSE=Bias2 + Var. Using the standard result of kernel 

density estimation 

Var(𝑚𝑚�(𝑥𝑥𝑇𝑇+1;  ℎ)|x1, ..., xT+1)≤Var(𝑚𝑚�(𝑥𝑥𝑇𝑇+1;  ℎ)|x1, ..., xT)          (13) 

is derived as in [14][24]. 

Then, we obtain 

E[(yT+1−𝑚𝑚� (xT+1; h)2 | Τp] ≤ E[(yT+1−𝑚𝑚� (xT+1; h)2 | Τ]  (14) 

   Among the types of pseudo data used in this study, a sample 

mean would outperform a current value at T. Unless a given 

process follows a martingale process E(yT +1| Τ) = yT , it would 

be better to approximate yT +1 by E(yt| Τ) rather than yT. That is, 

E[||E(yT+1) −E(yt| Τ)||] ≤ E[||E(yT+1) −yT|||]    (15) 

   One can also find a study as [25] that shows the forecast by a 

sample mean can be as accurate as the forecast of the other methods. 

3. Empirical Results
The data set in this study is summarized in the Table 1. The 

oil data are collected from Petronet [26] and domestic GHGs 

are obtained from KGWAC [27].  

The number of months used is 50 from Nov. 2011 to Dec. 

2015 for four types of data. The period of the forecasting GHGs 

is from May. 2014 to Dec. 2015, and each forecast uses the data 

up to the current point.  

Heavy oil is the main fuel in the marine transportation 

industry in our country, and diesel oil is mainly used in the 

offshore fisheries [28]. Among the six GHGs, CO2 is the largest 

emission gas by about 77% and CH4 is the second largest 

emission gas by about 14% [29].  

Table 1: Descriptive statistics  
(Unit : bbl, ppm) 

Data Months Mean Std.Dev. Max Min 
Heavy Oil 50 1155.6 212.9 771 1523 
Diesel Oil 50 397.1 132.3 166 853 

CO2 50 403.3 4.8 392.2 411.1 
CH4 50 2.0 0.02 1.9 2.0 

The trend of each data is as below. Since diesel oil is the 

main fuel in the domestic fishing industry, its trend is more 

stable than the heavy oil trend affected by the global economy. 

The trend of CO2 emission shows a more periodic feature than 

the trend of CH4 due to a seasonal effect, however both show 

increasing trends.  

(a) Heavy Oil 

(b) Diesel Oil 

Figure 3: Monthly Usage 
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(a) CO2 

(b) CH4 

Figure 4: Monthly emissions 

We carry out four empirical tests; using heavy oil as the 

predictor for CO2 and CH4, and diesel oil as the predictor for 

CO2 and CH4. We apply both local constant regression and 

local linear regression to each forecasting. An exponential 

kernel function is used for every forecasting as in [14], and all 

the values used are standardized.  

We use three types of pseudo data, a value at the current 

point(PSEUDOT), a sample mean up to the current 

point(PSEUDOm) and a predicted value by linear 

regression(PSEUDOl), and results from using these pseudo data 

are compare to the result of EWMA used in [14]. We denote it 

by Actual when the actual future data at T+1 is assumed to be 

known, and calculated by ordinary EWMA.    

3.1 Case I: CO2 and CH4 by Heavy Oil 
Table 2 and 3 show the comparison of forecasting accuracy 

across the different methods when heavy oil is used as the 

predictor for CO2.  

   When using local constant regression for CO2 case, the test 

error of PSEUDOl is smallest and PSEUDOm is second 

smallest, which is also less than the test error of ordinary 

EWMA used in [14]. The test error of Actual is a lower bound 

by assuming that we can know the value at T+1. The bandwidth 

of PSEUDOl is larger than the bandwidth of PSEUDOm. 

Intuitively, the larger bandwidth is used, the more 

representative value we can expect when forecasting a future 

value. In the following tables we can also see that bandwidths 

of proposed methods are mainly larger than that of EWMA, 

which is advantageous of reducing a variance in test error. 

In the local linear regression case, test error of PSEUDOm is 

smallest and PSEUDOl is second smallest. PSEUDOT does not 

show any better result in both cases. Note that the test errors 

from local constant regression are less than those from local 

linear regression, and this result is also found in the following 

cases, which implies that the relationship between the predictor 

and the response is not a definite linearity. 

Table 2: Comparison of test error and bandwidth (CO2 by heavy  

oil): Local constant regression 

EWMA PSEUDOT PSEUDOm PSEUDOl Actual 

Test error 1.2017 1.2497 1.1891 1.1817 1.1488 

Bandwidth 0.6249 0.5910 0.6329 0.6394 0.6602 

σ 0.3421 0.3408 0.3387 0.3501 0.3475 
σ: Standard deviation of bandwidth 

Table 3: Comparison of test error and bandwidth (CO2 by heavy 

oil): Local linear regression 

EWMA PSEUDOT PSEUDOm PSEUDOl Actual 

Test error 1.4628 1.4864 1.4033 1.4373 1.2504 

Bandwidth 10.5716 9.6123 7.4708 10.6452 9.5795 

σ 12.7495 12.3675 10.6228 12.6938 12.2322 

(a) Local constant regression 

(b) Local linear regression 

Figure 5: Test error of CO2 by heavy oil 
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(a) Local constant regression 

(b) Local linear regression 

Figure 6: Bandwith of CO2 by heavy oil 

Table 4 and 5 show the result on the comparison 

 of forecasting accuracy when CH4 is forecasted by heavy oil. 

Unlike the previous result, PSEUDOm outperforms other 

methods both in local constant regression and in local linear 

regression. PSEUDOl outperforms EWMA in local constant 

regression, however it cannot in local linear regression.  

Bandwidth of PSEUDOm is second largest in local constant 

regression and largest in local linear regression. 

Table 4: Comparison of test error and bandwidth (CH4 by heavy 

oil): Local constant regression 

EWMA PSEUDOT PSEUDOm PSEUDOl Actual 

Test error 1.5110 1.5112 1.5032 1.5038 1.1325 

Bandwidth 0.3885 0.4822 0.4238 0.4091 0.3982 

σ 0.1656 0.5759 0.1688 0.1434 0.1628 

Table 5: Comparison of test error and bandwidth (CH4 by heavy  

oil): Local linear regression 

EWMA PSEUDOT PSEUDOm PSEUDOl Actual 

Test error 1.6364 1.7085 1.5744 1.6960 1.1800 

Bandwidth 0.5332 0.5280 0.5809 0.5678 0.5518 

σ 0.3216 0.4518 0.3567 0.3254 0.3399 

(a) Local constant regression 

(b) Local linear regression 

Figure 7: Test error of CH4 by heavy oil 

(a) Local constant regression 

(b) Local linear regression 

Figure 8: Bandwidth of CH4 by heavy oil 

3.2 Case II: CO2 and CH4 by Diesel Oil  
CO2 and CH4 gas emissions are forecasted using the usage of 

diesel oil. For CO2 case, the results are shown in Table 6 and 7. 

PSEUDOm shows less test error than EWMA, PSEUDOT and  
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PSEUDOl as before. PSEUDOl also shows a good performance 

as previous cases. However, the results of test error are mainly 

smaller than the heavy oil case. This may be due to the fact that 

diesel oil is a main fuel for the offshore fisheries, which is more 

related to the domestic GHGs. Bandwidths across the methods 

are similar to one another except for PSEUDOT, which is also 

related to the small differences of test error over the methods.  

Table 6: Comparison of test error and bandwidth (CO2 by diesel 

oil): Local constant regression 

EWMA PSEUDOT PSEUDOm PSEUDOl Actual 

Test error 0.9465 0.9670 0.9438 0.9467 0.9065 

Bandwidth 34.4985 32.8275 34.4999 34.4983 34.5327 

σ 10.8463 13.7223 10.8410 10.8465 10.8318 

Table 7: Comparison of test error and bandwidth (CO2 by diesel  

oil): Local linear regression 

EWMA PSEUDOT PSEUDOm PSEUDOl Actual 

Test error 1.0719 1.0784 1.0652 1.0671 1.0343 

Bandwidth 0.6253 0.6000 0.6353 0.6345 0.6428 

σ 0.1806 0.1792 0.1816 0.1828 0.1777 

(a) Local constant regression 

(b) Local linear regression 

Figure 9: Test error of CO2 by diesel oil 

(a) Local constant regression 

(b) Local linear regression 

Figure 10: Bandwidth of CO2 by diesel oil 

Table 8 and 9 show the result on the CH4 emissions by diesel 

oil. Unlike the previous cases, we cannot see any distinct test 

error difference across the methods including even Actual. 

From this, we may be able to expect that diesel oil is not an 

important factor for CH4 gas emission. Based on it, the test 

errors from local constant regression are quite similar to those 

from local linear regression. Similar to the result of test error, 

bandwidths are also similar across the methods.  

Table 8: Comparison of test error and bandwidth (CH4 by diesel 

oil): Local constant regression 

EWMA PSEUDOT PSEUDOm PSEUDOl Actual 

Test error 0.8990 0.9010 0.8990 0.8990 0.8990 

Bandwidth 35.4956 33.9139 35.4957 35.4621 35.4910 

σ 8.7970 10.4052 8.7971 8.7462 8.7994 

Table 9: Comparison of test error and bandwidth (CH4 by diesel 

oil): Local linear regression 

EWMA PSEUDOT PSEUDOm PSEUDOl Actual 

Test error 0.9094 0.9094 0.9094 0.9094 0.9094 

Bandwidth 35.4935 35.4981 35.4986 35.4935 35.4988 

σ 8.8024 8.8044 8.8045 8.8024 8.8040 
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(a) Local constant regression 

(b) Local linear regression 

Figure 11: Test error of CH4 by diesel oil 

(a) Local constant regression 

(b) Local linear regression 

Figure 12: Bandwidth of CH4 by diesel oil 

4. Conclusions
Greenhouse gas emissions problem is one of the most 

important factors to global warming. The problem of 

greenhouse gas emissions in the shipping industry has become a 

critical issue. With the increasing concern for GHG emissions 

policy studies or studies on estimation of greenhouse gas 

emissions studies have been mainly carried out in the related 

fields.  

In this paper, we used nonparametric statistical methods to 

forecast greenhouse gas emissions. Based on local regression 

with one-sided kernel function, we proposed the adjusted least 

squares with pseudo data to obtain a more accurate forecast. It 

offers a better forecasting accuracy with simply adding pseudo 

data to an original dataset, and can be easily applied to other 

optimization tool by its simplicity.  

The idea on the adjusted least squares with pseudo data is 

inspired from the use of pseudo data in the kernel density 

estimation [22][23]. We tested the performance of three pseudo 

data, the current point before a forecast, a sample mean up to 

the current point and an estimate by linear regression.      

Using heavy oil and diesel oil as predictors, we forecast CO2 

and CH4 gas emissions. As a result, the method with a sample 

mean as a pseudo data point showed better forecasting accuracy 

than EWMA and other pseudo data methods. The pseudo data 

method using an estimate by linear regression gives good 

performance depending on a data set.  

However, the degree of the forecasting accuracy 

improvement by the adjusted least squares with pseudo data can 

be weak as the size of a sample is very large. In the future work, 

this part can be addressed for applying this method to a very 

large sample by using ideas from kNN, local prediction [12], etc. 
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