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Abstract: Feature selection has become an essential technique to reduce the dimensionality of data sets. Many features are frequently 

irrelevant or redundant for the classification tasks. The purpose of feature selection is to select  relevant features and  remove 

irrelevant and redundant features. Applications of the feature selection range from text processing, face recognition, bioinformatics, 

speaker verification, and medical diagnosis to financial domains. In this study, we focus on filter methods based on information 

entropy : IG (Information Gain), FCBF (Fast Correlation Based Filter), and mRMR (minimum Redundancy Maximum Relevance).  

FCBF has the advantage of reducing computational burden by eliminating the redundant features that satisfy the condition of 

approximate Markov blanket.  However, FCBF considers only the relevance between the feature and the class in order to select the 

best features, thus failing to take into consideration the interaction between features. In this paper, we propose an improved FCBF to 

overcome this shortcoming. We also perform a comparative study to evaluate the performance of the proposed method. 
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1. Introduction  
Since the advent of big data, feature selection has played a 

major role in reducing the “high-dimensionality”. Feature 

selection improves the performance of machine learning 

algorithms and helps to overcome the limited storage 

requirements, and ultimately  reduces costs. Feature selection 

is to select relevant features and remove  irrelevant and 

redundant features. It has been widely employed in applications 

ranging from text processing, face recognition, bioinformatics, 

speaker verification,and medical diagnosis to financial domains. 

Feature selection methods can usually be classified into four 

categories : filter [1][2], embedded [3][4], wrapper [5]-[7], and 

hybrid methods [8]-[10]. Filter methods (see Figure 1) use 

variable ranking techniques without considering any learning 

classifier such as SVM (support vector machine) [11], NB 

(naïve Bayesian) [12][13], kNN (k-nearest neighbor) [14], and 

DT (decision tree) [15][16]. Unlike the filter methods, wrapper 

methods (see Figure 2) select a feature subset using a learning 

classifier as part of the evaluation function.                    

Filter methods can be broadly divided into two classes: 

univariate and multivariate approaches. Univariate approaches  

evaluate the relevance of each feature individually, and then 

select a subset of features having the highest ranks. Several 

univariate criteria have been developed in the literature including 

GI (gini index) [17], IG (information gain) [18] , Chi-square test 

[19], FS (Fisher score) [20], LS (Laplacian score) [21], and 

Relief [22]. The univaiate filter methods are computationally 

very efficient due to the ignorance of the dependency between 

features. Thus, with univariate approaches,  computing time is 

extremely fast, but they produce less accurate solutions. 

To overcome this flaw of the univariate filter, in which the 

dependency between features is ignored, multivariate 

approaches have been proposed in the literature. The FCBF 

(Fast Correlation-Based Filter) [23] and mRMR (minimum 

Redundancy Maximum Relevance) [24] are well-known  

efficient multivariate approaches. 

In this paper, we focus on filter methods based on information 

entropy : IG, FCBF, and mRMR. FCBF has the advantage of 

reducing computational burden by eliminating the redundant 

features that satisfy the condition of approximate Markov blanket.  

However, the FCBF considers only the relevance between the 

feature and the class when selecting the best features, and fails to 

take into consideration the interaction between features. In this 

paper, we propose an improved FCBF to overcome this 
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shortcoming. We also perform a comparative study for the 

evaluation of the performance of the proposed method. 
 

 
Figure 1: Filter methods 

 

 
Figure 2: Wrapper methods 

 

The remainder of the paper is organized as follows.  The filter 

methods based on the information entropy are introduced in Section 2. 

In Section 3, the computational results of the performance are 

presented. Finally conclusions are mentioned in Section 4. 
 

2. Methods 
2.1 IG 

The IG filter method, originally proposed by Quinlan [25],  is 

one of the most common univariate methods of evaluation 

attributes. This filter method  assesses features based on their 

information gain and considers a single feature at a time. The 

information entropy is employed as a measure to rank variables. 

The entropy of a class feature Y is defined as follows [23]. 

H(Y) =  −∑ P(Y) log2P(Y)                        (1) 

where P(Y) is the marginal probability density function for the 

random variable Y. 

The value of IG for the attribute feature X is then given by 

IG(Y/X) =   H(Y) − H(Y/X)                        (2) 

where H(Y/X) is the conditional entropy of  Y given X.  

The IG filter method first assigns an orderly classification of all 

features. A threshold value is then adopted to select a certain 

number of features based on the order obtained. As IG is a 

univariate approach that ignores the mutual information 

between attribute features, the computing time of the method is 

fast. However, if the attribute features are highly correlated, the 

IG filter method produces  less accuracy.  

 

2.2 FCBF 
The FCBF filter method [23] is a multivariate approach that 

considers feature-class and the correlation of the attribute 

features, that is, feature-feature correlation. This filter method 

starts by selecting a set of features that is highly correlated with 

the class based on the following measure of SU(symmetrical 

uncertainty) [23]. 

SU(X. Y) =  
2 IG(Y/X)
H(X)+H(Y)

                            (3) 

The basic idea of FCBF constructs the features that are more 

relevant to the class Y and removes the redundant features by 

the property of approximate Markov blanket [23]. The pseudo-

code of FCBF is as follows. 

 

Algorithm 1. FCBF 
Input:  X(x1, x2, … , xn), Y    // a training data set 
            δ                              // a predefined threshold 
Output: S                     // the selected FCBF set 
 
1 for i in 1: n do 
2    if SU( xi, Y ) ≥  δ then  
3       append( S, xi) 
4    end if 
5 end for 
6 S ← order S descending SU( xi, Y ) 
7 xp ← firstElement(S) 
8 while xp ≠ null do 
9    xq ← nextElement(S, xp) 
10    while xq ≠ null do 

11       if  SU( xp, xq ) ≥ SU( xq, Y ) then 
12          remove( S, xq ) 
13       end if 
14       xq ← nextElement(S, xq) 
15    end while 
16    xp ← nextElement(S, xp) 
17  end while 
 
2.3 mRMR 

The mRMR filter method [24] is another multivariate 

algorithm for the feature selection. The basic idea of the 

mRMR is to construct attribute features that are maximally 

relevant to the class and also minimally redundant between the 

attributes.  The criteria of maximum-relevance and minimum-

redundancy are based on mutual information. The measure of  

mutual information is given by 

Filter Classifier 

Feature 
selection 

Classifier 

Wrapper 
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 I(X. Y) = ∑ P(X, Y) log P(X,Y)
P(X)P(Y)                     (4) 

Based on the mutual information, feature selection must find 

a feature set S with m features {xi}, which jointly have the 

maximum-relevance on the class Y. The problem being 

considered here has the following formulation. 

max D(X, Y), D = I({xi, i = 1, … , m}; Y)               (5) 

Practically, if the number of features is very large, the 

criterion (5) is hard to implement.  Therefore, Peng et al. [24] 

proposed an alternative criterion for  maximum-relevance. 

max D(S, Y) , D = 1
|S| ∑ I(xi; Y)xi∈S                  (6) 

The above criterion approximates the maximum-relevance 

with the mean value of all mutual information between each 

feature xi and class Y. 

Peng et al. [24] also proposed the following criterion for the 

minimum-redundancy. 

min R(S) , R = 1
  |S|2 ∑ I(xi, xj)xi,xj∈S                 (8) 

Therefore, the criterion that combines the above two criteria 

is as follows. 

  maxΦ(D, R) ,Φ =  D − R                         (9) 

In practice, Peng et al. [24] suggested the incremental search 

method to find the near-optimal features. The method optimize 

the following condition. 

  maxxj∈X−Sm−1 �I�xj; Y� −  1
m−1

∑ I�xi; xj�xi∈ Sm−1 �     (10) 

The above problem is to find the m th feature from the set 

{X − Sm−1} 

  The pseudo-code for the mRMR algorithm is as follows. 
 

Algorithm 2. mRMR 
Input:  X(x1, x2, … , xn),  Y    // a training data set 
Output: S                      // The selected mRMR set 
 
1 append xi with the largest I(xi, Y) to S 
2 while |S| < n do 
3     x ← maxxj∈X−S [ I(xj, c) - 1

|S|
∑ I(xi∈S xi, xj) ] 

4     append(S, x) 
5 end while 

 

2.4 I-FCBF(Improved FCBF) 
In this section, we propose an improved FCBF by 

hybridizing mRMR and FCBF. The FCBF has the advantage of 

reducing the computational burden by eliminating the 

redundant features that satisfy the condition of approximate 

Markov blanket. However, FCBF considers only the relevance 

between the feature and class in order to select the best features. 

It fails to take into consideration the interaction between 

features. To overcome this shortcoming of FCBF, we 

incorporate FCBF into mRMR to select the relevant features. In 

other words, we adopt the criterion of (10) to consider the 

interaction between features. After the feature is selected, we 

exploit the same reduction technique using the approximate 

Markov blanket as in the FCBF. 

The detailed procedure of the I-FCBF is as follows. 

 

Algorithm 3. I- FCBF 

Input:  X(x1, x2, … , xn), Y    // a training data set 

            δ                               // a predefined threshold 
Output: S                     // the selected I-FCBF set 
 
1 for i in 1: n do 
2    if SU( xi, Y ) <  δ then  
3       remove( X, xi) 
4    end if 
5 end for 
6 xp ← xi with the largest SU( xi, Y ) in X 
7 append(S, xp) 
8 remove(X, xp) 

9 while xp ≠ null do 
10    for xq in X  do 

11       if  SU( xp, xq ) ≥ SU( xq, Y ) then 
12          remove( X, x) 
13       end if 
14    end for 
15    xp ← maxxj∈X−S [ SU(xj, c) - 1

|S|
∑ SU(xi∈S xi, xj) ] 

16 end while 
 

3. Computational Results 
To evaluate the performance of the filter methods (IG, 

FCBF, mRMR, and I-FCBF), nine data sets were selected from 

literatures. For evaluating the classification accuracy, Ambroise 

and McLachlan [26] recommended the use of 10-fold cross 

validation. Therefore, the 10-fold cross validation for all data 

sets was adopted in our experiments. Accuracy results were 
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obtained by varying the number of best features from 5 to 30. 

In the tables, the bold number denotes the best accuracy among 

the four filter methods.  

The accuracy of the classifier can be described in terms of 

true positives (TP), true negatives (TN), false negatives (FN), 

and false positives (FP) such that: 
 

Accuracy = (TP+TN)/ (TP+TN+FN+FP)                   (11) 
 

 In our experiments, the Gaussian radial kernel was 

employed for the classification performance of SVM. 

Additional parameters of SVM were used in the default values 

of R-code. 

3.1 Biological data sets 
The three datasets are shown in Table 1. The dataset 

Lymphoma [27] contained 4026 features, 96 samples, and 9 

classes. The quantities of genes and samples in the NCI [28] 

data set were 9712 and 60, respectively. The target class has 9 

states. In the Breast cancer [29] data set, there are composed of 

24481 features and 97 samples. Among these samples, 46 of 

which are from patients who had labeled as relapse, the rest  

51 samples are from patients who remained healthy and 

regarded as non-relapse.  

We compared our I-FCBF with three filter method based on 

the information entropy:  IG, FCBF,  mRMR. Tables 4 and 

5 summarize the classification accuracy of NB and SVM, 

respectively,  when using the four filetr methods. Table 4 

shows that  NB accuracy from using the IG method was the 

worst of four methods. The NB accuracy from using our I-

FCBF was  better than the FCBF for most cases in the Breast 

cancer data set.  For the Breast cancer data set, mRMR 

obtained relatively good results.  

Table 5 for the SVM accuracy obtained nearly the same 

results as Table 4. The accuracy of the IG filter method was 

very poor, and  the I-FCBF ontained better results than the 

FCBF for the Lyphoma and NCI data sets. However, for the 

Breast cancer data set, FCBF obtained better results than  the 

 

 

 

 

 

 

 

I-FCBF. Tables 4 and 5 show that the NB and SVM accuracy 

produced the consistent results for the Lyphoma and NCI data 

sets. However, it can be seen that the results for the Breast 

cancer data set are highly dependent on the classifier.  

The results of plotting the NB and SVM accuracy are shown 

in Figure 3 - 5. 
 

Table 1: Biological data sets  

Data set Features Samples Classes 

Lymphoma 4026 96 9 

NCI 9712 60 9 

Breast cancer 24481 97 2 
 

3.2 Text data sets 
The characteristics of these data sets are shown in Table 2. 

These sample sizes are  larger than the Biological data sets. 

The sample sizes of BASEHOCK, PCMAC, and RELATHE 

are 1993, 1943, and 1427, respectively. All of them are binary 

class data sets. 
 

Table 2: Text data sets 

Data set Features Samples Classes 

BASEHOCK 4862 1993 2 

PCMAC 3289 1943 2 

RELATHE 4322 1427 2 
 

Tables 6 and 7 summarize the classification accuracy of the 

NB and SVM when using the four filter methods, respectively. 
 

Table 3: Multi-class data sets 

Data set Features Samples Classes 

Isolet 617 1560 26 

COIL 1024 1440 20 

ORL 1024 400 40 
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Table 4: The NB accuracy of Biological data sets 

DataSet      Features 
Method 5 10 15 20 25 30 

Lymphoma 

IG 0.6333 0.7889 0.8222 0.8333 0.8889 0.9111 
FCBF 0.7444 0.8556 0.8778 0.9111 0.9111 0.9222 

mRMR 0.8444 0.9444 0.9444 0.9667 0.9667 0.9556 
I-FCBF 0.8777 0.9222 0.9556 0.9556 0.9778 0.9778 

NCI 

IG 0.5167 0.7000 0.8000 0.8167 0.8500 0.8500 
FCBF 0.6000 0.6833 0.8167 0.8500 0.8500 0.8667 

mRMR 0.6167 0.7667 0.8500 0.8667 0.8500 0.8500 
I-FCBF 0.6000 0.7667 0.8667 0.8833 0.8833 0.8667 

Breast cancer 

IG 0.8222 0.8222 0.8111 0.8111 0.8444 0.8444 
FCBF 0.7444 0.8556 0.9111 0.9222 0.9111 0.9556 

mRMR 0.8333 0.9222 0.9667 0.9444 0.9333 0.9444 
I-FCBF 0.8444 0.9000 0.9556 0.9222 0.9333 0.9444 

 

Table 5: The SVM accuracy of Biological data sets  

DataSet      Features 
Method 5 10 15 20 25 30 

Lymphoma 

IG 0.6556 0.7889 0.8000 0.8111 0.8222 0.8222 
FCBF 0.7222 0.7444 0.8000 0.8667 0.8444 0.8667 

mRMR 0.8111 0.9000 0.9222 0.9333 0.9333 0.9222 
I-FCBF 0.8222 0.8222 0.9444 0.9444 0.9222 0.9222 

NCI 

IG 0.5000 0.4833 0.6500 0.6167 0.6167 0.5833 
FCBF 0.5167 0.5833 0.6833 0.6333 0.5833 0.6167 

mRMR 0.5833 0.6000 0.7000 0.7000 0.6333 0.6667 
I-FCBF 0.5667 0.6000 0.7000 0.7000 0.6833 0.7167 

Breast cancer 

IG 0.7667 0.8333 0.8111 0.8111 0.8556 0.8222 
FCBF 0.8444 0.8444 0.8778 0.9222 0.9222 0.9333 

mRMR 0.8222 0.8444 0.8444 0.8556 0.8667 0.9000 
I-FCBF 0.8111 0.8556 0.8889 0.8889 0.9000 0.9111 

 

 
(a)    (b) 

Figure 3: (a) NB and (b) SVM accuracy of Lypmhoma 

 
(a)                                                     (b) 

Figure 4: (a) NB and (b) SVM accuracy of NCI 
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(a)                                                     (b) 

Figure 5: (a) NB and (b) SVM accuracy of Breast cancer 
 
Table 6: The NB accuracy of Text data sets

DataSet      Features 
Method 5 10 15 20 25 30 

BASEHOCK 

IG 0.8513 0.8819 0.9060 0.9186 0.9332 0.9276 
FCBF 0.8516 0.8879 0.8965 0.9005 0.9085 0.9091 

mRMR 0.8236 0.8778 0.9085 0.9206 0.9336 0.9387 
I-FCBF 0.8432 0.8879 0.8965 0.9101 0.9075 0.9106 

PCMAC 

IG 0.7995 0.8207 0.8031 0.8186 0.8464 0.8531 
FCBF 0.7995 0.8335 0.8526 0.8567 0.8593 0.8593 

mRMR 0.8236 0.8778 0.9085 0.9206 0.9336 0.9387 
I-FCBF 0.8144 0.8335 0.8526 0.8567 0.8587 0.8588 

RELATHE 

IG 0.7232 0.7338 0.7458 0.7542 0.7655 0.7761 
FCBF 0.7000 0.7457 0.7866 0.8000 0.8042 0.8134 

mRMR 0.7303 0.7634 0.7768 0.8070 0.8170 0.8190 
I-FCBF 0.7000 0.7457 0.7866 0.8000 0.8042 0.8120 

 
Table 7: The SVM accuracy of Text data sets

DataSet    Features 
Method 5 10 15 20 25 30 

BASEHOCK 

IG 0.8276 0.8799 0.9035 0.9065 0.9090 0.9136 
FCBF 0.8553 0.8920 0.8975 0.8955 0.8945 0.9090 

mRMR 0.8276 0.8789 0.9060 0.9136 0.9121 0.9136 
I-FCBF 0.8487 0.8920 0.8990 0.8980 0.9035 0.9055 

PCMAC 

IG 0.8057 0.8216 0.8428 0.8598 0.8557 0.8562 
FCBF 0.8057 0.8387 0.8567 0.8613 0.8361 0.8284 

mRMR 0.8057 0.8330 0.8665 0.8655 0.8665 0.8649 
I-FCBF 0.8206 0.8387 0.8567 0.8613 0.8361 0.8284 

RELATHE 

IG 0.7380 0.7472 0.7275 0.7204 0.7535 0.7606 
FCBF 0.7014 0.7387 0.7366 0.7606 0.7725 0.7852 

mRMR 0.7394 0.7606 0.7697 0.7951 0.7965 0.8056 
I-FCBF 0.7014 0.7387 0.7366 0.7563 0.7718 0.7866 

 

 
(a)                                                    (b) 

Figure6: (a) NB and (b) SVM accuracy of BASEHOCK 
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(a)                                     (b) 

Figure7: (a) NB and (b) SVM accuracy of PCMAC 

 

 
(a)                                                      (b) 

Figure8: (a) NB and (b) SVM accuracy of RELATHE 

Table 8: The NB accuracy of Multi-class data sets

DataSet      Features 
Method 5 10 15 20 25 30 

Isolet 

IG 0.2250 0.2295 0.2596 0.3141 0.3449 0.3519 
FCBF 0.3615 0.6071 0.7147 0.7564 0.8058 0.8167 

mRMR 0.4186 0.5096 0.5135 0.5496 0.5827 0.5808 
I-FCBF 0.3929 0.6333 0.7496 0.8000 0.8218 0.8295 

COIL 

IG 0.2194 0.2271 0.4958 0.5174 0.5431 0.5681 
FCBF 0.5938 0.7667 0.8194 0.8361 0.8563 0.9070 

mRMR 0.6597 0.7951 0.8583 0.8840 0.8826 0.8833 
I-FCBF 0.6938 0.8444 0.8681 0.8882 0.9104 0.9139 

ORL 

IG 0.3550 0.3525 0.5100 0.5500 0.5650 0.5550 
FCBF 0.3775 0.6475 0.7525 0.7875 0.8300 0.8550 

mRMR 0.4300 0.6425 0.7250 0.7725 0.8050 0.8300 
I-FCBF 0.4425 0.7200 0.7875 0.8075 0.8700 0.8850 

 
Table 9: The SVM accuracy of Multi-class data sets

DataSet    Features 
Method 5 10 15 20 25 30 

Isolet 

IG 0.2192 0.2391 0.2583 0.3160 0.3436 0.3526 
FCBF 0.3571 0.5936 0.7385 0.7654 0.8276 0.8481 

mRMR 0.4115 0.5141 0.5295 0.5532 0.5929 0.5929 
I-FCBF 0.3865 0.6481 0.7750 0.8128 0.8391 0.8500 

COIL 

IG 0.2306 0.2354 0.5403 0.5764 0.6042 0.6382 
FCBF 0.6021 0.7951 0.8799 0.9090 0.9347 0.9556 

mRMR 0.6826 0.8201 0.8889 0.8917 0.9160 0.9271 
I-FCBF 0.7132 0.8632 0.9194 0.9299 0.9583 0.9681 

ORL 

IG 0.3075 0.2800 0.4450 0.4900 0.5750 0.5800 
FCBF 0.3525 0.6875 0.7950 0.8450 0.8625 0.8800 

mRMR 0.4225 0.6075 0.7200 0.8150 0.8100 0.8625 
I-FCBF 0.4375 0.7225 0.8000 0.8750 0.9175 0.9175 
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(a)                                                    (b) 

Figure9: (a) NB and (b) SVM accuracy of Isolet 

 

 
(a)                                                    (b) 

Figure10: (a) NB and (b) SVM accuracy of COIL 

 

 
(a)                                                    (b) 

Figure11: (a) NB and (b) SVM accuracy of ORL 

 

As can be seen,  the  NB and  SVM  accuracy of  

mRMR  was  the best among the four filter methods. In these 

cases, the IG method obtained relatively good results. As 

shown in Table 6 and 7, the accuracy of the IG method was 

better than that of the FCBF and I-FCBF for the case of 5 

features. This implies that the reduction engine of FCBF using 

the approximate Markov blanket results in less efficiency for 

the selection of the best subset of the features. That is, it comes 

from the fulsome reduction of the promising subset of features, 

even although the approximate Markov blanket of the FCBF 

could reduce computational burden by removing redundant 

features. The results of plotting the NB and SVM accuracy are  

 

shown in Figure 6 - 8. 

3.3 Multi-class data sets 
The three data sets are shown in Table 3, in which the class 

sizes are larger than those of two previous data sets. The class 

sizes of Isolet, COIL, and ORL are 26, 20, and 40, respectively.  

Tables 8 and 9 represent the classification accuracy of NB 

and SVM, respectively, when using the four filter methods. As 

shown in Tables 8 and 9, the NB and SVM accuracy of I-

FCBF was the best among the four filter methods. Unlike the 

data sets mentioned in Section 3.2,  it can be seen that the 

reduction engine of I-FCBF does work well in constructing the 

best subset of features. That is, the approximate Markov 
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blanket of the I-FCBF filter method seems to effectively 

remove the irrelevant and redundant features.  

Specifically, the NB and SVM accuracy of the IG and 

mRMR was very poor for the Isolet data set. Remarkably, we 

noticed that  for the case of 30 features, the SVM accuracy of 

mRMR and I-FCBF had a big gap between 0.5929 and 0.8500, 

respectively. For all multi-class data sets, the NB and SVM 

accuracy of our I-FCBF were also better than that of FCBF. 

The results of plotting the NB and SVM accuracy are shown in 

Figure 9 - 11. 

 

4. Conclusions 
Many feature selection methods have been developed to 

reduce the dimensionality of data sets. In this paper, we 

focused on the filter methods based on  information entropy: 

IG, FCBF, and mRMR. The IG filter method is a univariate 

approach to evaluate the relevance of each feature individually, 

and a subset of features having the highest ranks is then 

selected. The IG method is computationally efficient. However, 

it produces a less accurate solution due to the ignorance of the 

dependency betwwen features. To overcome the shortcoming 

of the univariate method, multivariate algorithms have been 

proposed in the literature. FCBF and mRMR are well-known as 

efficient multivariate approaches.  

The FCBF filter method has the advantage of reducing 

computational burden by removing irrelevant and redundant 

features that satisfy the condition of approximate Markov 

blanket.  However, the FCBF considers only the relevance 

between the feature and class in order to select the best subset 

of features. It fails to consider the interaction between features. 

In this paper, we proposed an improved FCBF by hybridizing 

mRMR and FCBF. To overcome the shortcoming of FCBF, we 

incorporated FCBF into mRMR to select relevant features. In 

other words, we adopted the criterion of (10) to consider the 

interaction between features. After selecting the feature, we 

exploited the same reduction technique using the approximate 

Markov blanket as in FCBF. 

We also performed a comparative study to evaluate the 

performance of the proposed method. We conducted 

experiments with three data sets from previous studies: 

biological, text, and multi-class data sets. We noticed that our 

I-FCBF obtained better results than the other methods for the 

biological and multi-class data sets. Remarkably, our I-FCBF 

filter method was performed the best for multi-class data sets 

with many classes. 

However, for the text data sets with binary-class, our I-FCBF 

method failed to obtain the best results due to the fulsome 

reduction of the features using the approximate Markov blanket. 

In the next step, it needs to be developed a compensated and 

efficient reduction-engine to remove  irrelevant and redundant 

features. 
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