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1. Introduction 

Control schemes for tracking problems can be divided into 

two steps: trajectory planning and tracking control. In these 

schemes, the trajectory planner attempts to generate an optimal 

reference trajectory from a given set of points in the motion 

profile (i.e., specified data points that are desired points at some 

specified time instants). Then the controller, which is designed 

to track the reference trajectory, focuses on the system 

dynamics to generate a sequence of inputs. To improve the 

performance of trajectory tracking, various control schemes 

such as feedback control, robust control, and iterative learning 

control have been developed. 

Iterative learning control (ILC) is a control methodology for 

tracking a reference trajectory in repetitive systems, found in 

applications such as robotics, semiconductors, and chemical 

processes. The prime strategy of ILC algorithms is to refine the 

input sequence from one trial in order to improve the 

performance of the system on the next trial. Anumber of  

 

 

surveys[1]-[3] have effectively covered the novel ideas and 

development of ILC methodology and can be referred for more 

information on the basic ideas of ILC. 

As discussed in related works [2][4][5] dividing the tracking 

problem into trajectory planning and ILC trajectory tracking 

shows drawbacks under certain circumstances. For that reason, 

this paper proposes and analyzes a direct approach for the 

multiple points tracking ILC control problem where it does not 

need to divide the tracking problem into two steps separately.  

The strength of the proposed formulation is the methodology 

to obtainlearning laws only considering the given data points 

anda control signal throughdynamic system, instead of 

following the direction of tracking a prior identified trajectory. 

In effect, it may not be necessary to plan a reference trajectory 

as conventional approaches and to reduce the computational 

cost. 

As mentioned, most ILC algorithms focus on tracking a 

fixedreference trajectory. There have been fewer studies on the 

connection between the trajectory planning and ILC control 
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algorithms, although there is increasing interest in this topic. In 

terminal ILC, which considers only one end point as a desired 

output point, Xu et al [6] and Gauthier et al. [5] have addressed 

the relationship between a point in the motion profile and the 

control update. Recently, there has been a series of works that 

consider the tracking problem with multiple specified data 

points [4][7]-[9] with a particular application to stroke 

rehabilitation to assist point-to-point movements of patients 

[10]. These works have shown that, the performance of 

multiple points tracking problems could be improved based on 

ILC techniques. Specifically, in [4], the authors developed an 

ILC framework in which the reference trajectory is updated. 

Similar to Freeman et al. [4] tracking problems with multiple 

pass points at specified time are also consideredbut in this paper, 

a novel approach for tracking problems with multiple pass 

points at specified data points is proposed. That is a direct 

tracking control without a reference trajectory. 

The remainder of this paper is organized as follows. The 

formulation of tracking problem and the conventional approach 

to solving the problem is provided in Section 2. Section 3 

proposesan ILC algorithm where the control signals 

aregenerated by solving an optimal ILC problem with respect to 

the desired sampling points. Simulation results are given in 

Section 4, and Section 5 concludes this work. 

 

2. Tracking Problemwith Specified Data 

Points 

Similar to work in Le et al. [11], consider a linear, 

continuous-time system that operates on an interval [0,  ]t T  

as 

 

( ) ( ) ( )

( ) ( )
k k k

k k

x t Ax t Bu t

y t Cx t

 



   (1) 

 

where, k is the iteration index. The system is a MIMO system that has 

state ( ) ,xNn
kx t   control signal ( ) uNn

ku t  , and output

( ) yNn
ky t  . The matrices A, B and C have appropriate dimensions. 

In the tracking problem, the system trajectory must pass 

through, or close to, a limited number of specified points, at 

prescribed times. The specified time instants in the system 

operation are defined from the set  1 2, , , ,s s s s
MT t t t 

where
1 20 ,s s s

Mt t t T     and the desired outputs at these 

points are given by 1 2( ), ( ), , ( ).s s s
d d d My t y t y t  As a result, the 

control task is to construct a control law that drives the system output to 

go through the desired values as closely as possible:. 

 

( ) ( ),   1,  2,  ...,  .s s
k i d iy t y t i M    (2) 

 

In typical tracking schemes, a trajectory planner generates a 

reference trajectory r(t) such that it passes the desired points at

1 2, , ,s s s
Mt t t . In the trajectory planning stage, one of the 

common techniques to find a reference trajectory from the 

given points is ‘‘interpolating splines’’, which is a tool in 

numerical analysis. The generated function is a spline if it 

exactly interpolates the given points[12]. However, the 

reference trajectory may not be feasible for the system since it 

may vary too fast to allow the dynamics to follow the trajectory 

or it may vary too slowly, which gives a conservative control 

performance. Thus, the control theoretic interpolating splines 

were introduced in [13]. The suggested approach addresses 

these problems by considering auxiliary system dynamics, 

rather than the spline functions. 

In a typical problem, after a trajectory has been generated, a 

tracking control is applied. To illustrate, consider the case 

where a linear discrete-time system operates repetitively, from 

the same initial condition at the start of each trial and we 

suppose an ILC controller is applied to drive the system output 

to go as close as possible to the reference trajectory. In ILC, the 

learning algorithm utilizes output errors and control inputs from 

the previous iterations to compute an updated control signal in 

[3][14]. To describe this, let the discrete-time system be 

described in the lifted system framework as 

 

,k ky Pu     (3) 

 

where the input signal, output signal, and reference trajectory 

are written in the super-vector forms as 

 

(0) (1) ... (N 1)

(1) (2) ... (N)

(1) (2) ... (N) ,

TT T T
k k k k

TT T T
k k k k

TT T T
d d d d

u u u u

y y y y

y y y y

   

   

   

 (4) 
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and the system matrix [ ]ijP p  is a Markov matrix which is a 

lower triangular Toeplitz matrix. For this system we then adopt 

the following ILC algorithm: 

 

1 ( ).k u k e d ku T u T y y       (5) 

 

It is well known that, this ILC algorithm is convergent if

( ) 1.u eT T P    where ( ) 1.A   is the spectral radius 

of the matrix A. The algorithm guarantees a monotonic 

convergence if ( ) 1u eT T P   the condition where

( ) 1A   is the largest singular value of the matrix A, is 

satisfied. The tracking problem we are interested in, then, is to 

force the continuous-time system (1) or the discrete-time 

system (3) to pass through (or close) to the desired points (2) 

using an algorithm such as Equation (5). In the next section an 

approach is proposed to solve this problem. 

 

3. Direct Tracking Control without a 

Reference  Trajectory 

3.1 Optimal ILC 

Let us consider the equivalent linear discrete-time invariant 

system (3), where t = 0, 1, 2, . . ., N-1.  

Define  

 

1      
( )

0               

s
it t s

i i

s
i

CA if t t
g t

if t t

   


  (6) 

 

the output at the i-th specified time instant is expressed by 

 

1 1
1

0 0

( ) ( ) ( ) ( ).
s
i s

j

t N
t js i

k i k k
j t

y t C A Bu j g t u t
 

 

 

    
(7) 

 

where, 1 2, ,...,s s s
Mt t t is pre-specified  time of M desired points. 

The cost function for the problem of tracking multiple 

desired points in the discrete time model is given as 

 

1 1

1 1 1 1

( ) ( )

       ( ) ( )

T
d k d k

T T
k k k k k k

Jc y Gu Q y Gu

u Su u u R u u

 

   

  

   
 (8) 

 

where, R, S = (rI, sI), Qare positive definite matrices, 

1 2( ) ( ) ( ) .
TT T M TG g g g    The controller in 

the(k+1)-th trial is achieved from the condition 

1/ 0,kJc u    or 

 

1 1 1( ) ( ) 0 .T
d k k k kG Q y G u R u u Su           (9) 

Let T
k ku G z  then (9) is equal to 

 

1 1 1( ) (z ) 0 .T
d k k k kQ y G G z R z Sz        (10) 

 

Hence, (10) is an iterative learning algorithm, i.e., 

1(( ) ) ( ) ,d k d k kr s I QW z rI QW z Qe     (11) 

 

where, Wd = GGT is a symmetric positive definite matrix. 

Matrix ((r+s)I +QWd) is non-singular, by defining  

 

1

1

(( ) ) ( ),

(( ) ) ,

z d d

e d

L r s I QW rI QW

L r s I QW Q





   

    

(12) 

 

the ILC control algorithm for given system is derived as follow 

 

1

T
k k

k z k e k

u G z

z L z L e

 


 
   (13) 

 

In definition, the L2-norm of the control signal is 

 

2

0

.
T

T
k k ku u u dt     (14) 

Then,  

2

0

.
T

T T T
k k k k d ku z GG u dt z W z   (15) 

Since Wd is a positive definite matrix, Wd=VTV, in which V has 

independent columns, leads to 
2
.T

k d k kz W z Vz  

Therefore,  

 

.k ku V z     (16) 
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Consequently, the convergence of the control signal is 

guaranteed from the convergence of the kz learning algorithm 

because of Equation (13). Then, the control input generated by 

Equation (13) will drive the system output through or close to 

the desired motion profile.  

Moreover, from (11): 

 

(( ) ) ,d dr s I QW z rz Qy       (17) 

 

or,   

1( ) ,d dz sI QW Qy
     (18) 

 

Then the control input converges to a fixed point u∞ as: 

 

1( ) .T
d du G sI QW Qy

     (19) 

 

As a result, the error converges to a fixed point e∞ as: 

 

1( ) .d d d de y W sI QW Qy
     (20) 

 

Furthermore, if Q = qI, where q is real positive, the algorithm 

achieves monotonic convergence. The reason is that now the 

matrix 1(( ) )dr s I QW r   is a symmetric positive 

definite matrix which has the largest singular value equals its 

spectral radius, and 1((( ) ) ) 1dr s I QW r    [15].  

3.2 Theory Analysis 

Here, it is clear to see a significant decrease of the 

computational analyses. In proposed learning algorithm, vector

M
k Rz  and ,z eL L are mMxmM matrices where M is the 

number of terminal points. In comparison, the typical ILC 

algorithm updates the input with the system matrix mN×mN. 

As the length of iteration increases (N>1000), which is 

common in many applications such as robotics with a high 

sampling rate, the requirement of memory and time 

dramatically increases. 

3.3 Input Constraints 

Many control applications require constraints on the control 

signal 1ku  and its change with time 1ku   due to physical 

limitations or performance requirements. Furthermore, the 

constraint on the change of input in the iteration domain 

1ku   should be incorporated.  

Consider the constraints as 

 

1

1

1

l k h

l k h

l k h

u u u

u u u

u u u  







 
    
  

   (21) 

 

where,  

 

1 1k k ku u u    , and  

1 1 1( ) ( 1) ( 2),  

1, 2, ..., .
k k ku t u t u t

t N

      


 

 

Note that the constraints are chosen to be feasible. Here, 1ku   

can be rewritten as 

 

1 1.k ku Eu       (22) 

 

where, E is a N×N matrix and, 

0 0 0

0 0
.

0 0

I

I I
E

I I

 
  
 
  





    



  (23) 

Thus, the given constraints can be combined into the following 

constraints equation: 

 

1ku        (24) 

 

where, 

 
 

max ,

min ,
,

( )

l k l

h k h

l k

h k

I u u u

I u u u

E u Eu

E u Eu




     
         
    
      

(25) 

 

or equivalently, 

 

1 .T
kG z        (26) 
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Since 1 1,k k d ke e W z    1 1( ),T
k k ku G z z     

the problem of minimizing the cost function Jc in Equation (8) 

is derived as 

 

1
1 1

1

min{ ( ( ) )

         2( - ) }

k

T T
k d d d k

z

T T
k k d k

z W QW r s W z

sz e Q W z


 



   

 
(27) 

 

As a result, the given minimization together with the 

constraints Equation (26)represents a standard quadratic 

programming problem. In addition, the solutions were proposed 

in[7][15]. 

 

4.Simulation Results 

Performances of the proposed techniques are presented 

through an example of the tracking problem with a linear 

discrete-time system model to show advantages of the proposed 

method without reference trajectory. The proposed approach 

will be compared with the conventional approach. 

The chosen system isthe same in [11]which is shown 

inEquation (28)which operates on interval [0, 79].t   5 

points are selected as desired points in the motion profile, such 

as: (16, 10), (32, 28), (48, 8), (64, 12), (80, 16). Simulation is 

shown in Figures 1-5 as following. 

 

 

0 1.2 0 0.2

( 1) 0 0 1.1 ( ) 0.5 ( )

0.1 0.3 0.2 0

( ) 1 0 0 ( )

x t x t u t

y t x t

   
        
        



(28) 

 

Figure 1 shows the norm of errors in linear scale versus 

iteration number of proposed approach. Figure 2 depicts a 

detail view for norm of error. As shown in Figure 1 and 

Figure2, the tracking error converges close to a constant error 

and the convergent rate of error under proposed ILC algorithm 

without any reference trajectory is slightly better than the 

method of work in [11]. 

Figure 3 and Figure 4 illustrate achieved actual outputs of 

given system under proposed ILC controller. Accordingly, 

based on suitable chosen weighting matrices, the controller 

produces superior performance; specifically, output signals go 

through, or very close to, desired given data points after some 

iteration. 

 

Figure 1: Performance of the ILC controller without reference 

trajectory with q = 20, r = 2, and s = 0.01. 

 

 

Figure 2: Detail norm of error of system under proposed ILC 

controller with q = 20, r = 2 and s = 0.01. 

 

 

Figure 3: Output of system under proposed ILC controllerwith 

q = 20, r = 2 and s = 0.01. 

 

 
   Figure 4: Detail output of system under proposed 

ILCcontroller with q = 20, r = 2 and s = 0.01. 

 



 
 
 

Dang-Khanh Le 〮 Dang-Phuong Le 〮 Taek-Kun Nam 
 
 

 

Journal of the Korean Society of Marine Engineering, Vol. 38, No. 10, 2014. 12  1308

By comparison, the conventional norm optimal solution of 

tracking the given reference trajectory is also simulated in 

Figure 5. It can be seen that the proposed ILC law achieves 

significantly decrease of control energy, while increasing rate 

of convergence.  

 

 

Figure 5: Comparison of control energy between the proposed 

controller and the conventional ILC (q = 20, r = 2, and s = 0.01). 

 
5. Conclusion 

This paper has presented optimal tracking strategies for 

problems where the system must pass through or close to 

desired data points at given specified time instants, for the case 

of systems that repeat their operation from the same initial 

conditions at each trial. Taking an iterative learning control 

approach, we have proposed an idea of using only the essential 

information of the specified data points without building the 

desired trajectory along the iteration. We showed that, this 

approach is better in both performance and control efforts, 

relative to the conventional ILC approaches. Here we have 

considered only linear systems from an optimization point of 

view. Future work will consider nonlinear systems as well as 

linear systems with model uncertainties. 
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