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Abstract: Recently, with the growth of the domestic parcel delivery and e-commerce markets, there has been an increasing demand 

for automated parcel and package acceptance systems. The post office and convenience stores are using kiosks to replace them, but the 

usage rate of middle-aged and elderly people, who are the main users who are not familiar with digital devices, is low, making it 

difficult to call it a reasonable automation method. In addition, the existing paper-based receipt system is insufficient to meet modern 

requirements. Therefore, this paper proposes a system that automatically corrects and digitizes handwritten invoices and package in-

formation. The proposed system extracts invoice images that are resistant to optical and physical noise through an image segmentation 

model, and uses a visual document understanding model to correct address information that has been incorrectly recognized through 

an LLM-based correction algorithm to output the address. In particular, the system presents strategies for improving and commercial-

izing the overall system by extracting areas of the invoice that were previously inferred using image processing algorithms alone, and 

by pre- and post-processing display models for handwriting recognition. This improves the performance of systems that process hand-

written invoices and enables the detection and correction of errors and typos. 
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1. Introduction 

The recent exponential growth of the domestic parcel delivery 

and e-commerce markets has resulted in a surge in demand for 

unmanned and automated parcel and package acceptance sys-

tems, which are essential for maintaining the quality of service in 

the logistics system. The majority of online services within the 

domain of logistics systems are automated in a manner that ena-

bles users to convey the information they require via chatbots that 

utilize Large Language Models (LLM). In the context of offline 

services, post offices and grocery stores are supplanting the func-

tions of printing invoices, calculating delivery charges, and pro-

cessing payments, which were previously performed by humans, 

with the use of kiosks. Nevertheless, full automation remains 

challenging due to the low usage rate of middle-aged and elderly 

individuals who are less familiar with digital devices. To address 

this issue, a system that enables users to oversee the entire 

process while aligning with the existing parcel delivery system is 

essential. Consequently, to automate the postal and parcel deliv-

ery system, a technology capable of recognizing and digitizing 

existing handwritten parcel bills from images captured by a cam-

era is required. 

Two distinct technologies are employed to facilitate the digit-

ization of the information present on the bill. The first of these is 

image segmentation, which is responsible for detecting both the 

load and the bill within the image. The second is optical character 

recognition (OCR), which is tasked with recognizing the charac-

ters present on the bill. Image segmentation is a method of delin-

eating the boundary of the object of interest from the background 

and surrounding noise. Image segmentation is employed to dif-

ferentiate between parcels and invoices, thereby enhancing the 

precision of text recognition in invoices. With the advent of deep 

learning, image segmentation has demonstrated remarkable 
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capability for separation through the utilisation of diverse neural 

networks, including Mask R-CNN and Graph Convolutional 

Network (GCN) [1][2]. Nevertheless, it remains challenging to 

entirely eliminate optical noise, such as the user's hands, feet, and 

shadows. Consequently, the model necessitates supplementation. 

Optical character recognition (OCR) can be classified into two 

main categories: online and offline systems. Online systems em-

ploy supplementary data, including handwriting, writing order, 

and speed, to facilitate the recognition of handwritten text. Con-

versely, offline systems present a more challenging domain due 

to their exclusive acceptance of images with written text as input 

[3]. Recently, there has been a notable advancement in this field 

due to the integration of neural networks, which have demon-

strated remarkable efficacy as a classification algorithm. How-

ever, OCR is currently limited to recognizing a single text, ne-

cessitating the enhancement of the model to align with the spe-

cific requirements of industrial application. 

The objective of visual document understanding (VDU) is to 

identify text within documents that have been stored as images 

and to comprehend the documents themselves [4]-[7]. This 

method is currently being studied in a number of different ways, 

including the classification of document types, the labelling of 

sequences, and the classification of attribute values associated 

with each text, depending on the specific application in question. 

A VDU comprises a vision transformer and a language trans-

former [8][9], as it must learn both the structure of text and doc-

uments, in contrast to OCR models. The vision transformer ex-

tracts visual features from document images, while the language 

transformer is trained using these features to recognize text and 

output information about the document for additional purposes. 

This technology represents a significant innovation in the digiti-

zation of documents recorded in the past. 

The objective of this research is to develop a handwritten in-

voice recognition system that enhances the accuracy of invoice 

recognition through the implementation of image segmentation 

and address correction. The proposed system employs image seg-

mentation to identify the boundaries of the invoice. It then ex-

tracts the address, phone number, and name information of the 

sender and receiver from the invoice and corrects the address in-

formation. The image processing algorithm and YOLACT model 

[10] are employed for the purpose of image segmentation. Simi-

larly, the borderline detection algorithm and VDU model are uti-

lized for the extraction of address information. In the address cor-

rection process, FAISS is employed to ascertain the degree of 

similarity, while the LLM model is utilized to rectify the address 

information in accordance with the prevailing address system. 

The LLM model invokes OpenAI's ChatOpenAI API to calibrate 

addresses in accordance with a specified template. This template 

delineates the characteristics of the current addressing scheme 

and requests that the given address be modified to align with the 

scheme. 

The major contributions of this work are summarized as fol-

lows: 

1. In this paper, we propose a handwritten invoice recogni-

tion system that improves invoice recognition perfor-

mance through segmentation and enables address correc-

tion.

2. Extract the boundaries of invoices through segmentation

and resize them to a uniform size to improve invoice

recognition performance.

3. Improve VDU performance by correcting typos or incor-

rectly detected words through address correction based

on matching with the real address DB.

2. Related Work

2.1 Handwritten Invoice Recognition 

Handwriting recognition is difficult to achieve high accuracy 

due to the wide variation in handwriting styles of writers [11]. In 

particular, Korean has a higher variation in handwriting com-

pared to English, consisting of 51 consonant and vowel combi-

nations [12]. There are two methods for handwriting recognition: 

OCR, which converts syllable-by-syllable images into letters, 

and VDU, which recognizes the structure and content of a docu-

ment by repeatedly utilizing it [5] [6] [13]-[15]. Compared to 

OCR, VDU can consider the class of each text and the structure 

of the entire document, allowing users to extract the information 

they need, thus improving the efficiency of document processing 

[4] [8] [16]. In particular, handwritten invoice recognition is 

noteworthy because it consists of addresses, names, and phone 

numbers, allowing for individual text recognition and classifica-

tion of the text. This structural characteristic is advantageous for 

increasing the performance of handwriting recognition systems, 

which can effectively classify and analyze the details. 

2.2 Address Correction Algorithm 

Detecting errors for proper nouns such as names and phone 

numbers in invoices is a very difficult problem [17]. Addresses, 

on the other hand, follow a legally prescribed way of writing, so 
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even typos and partial words can be automatically corrected to 

find the correct address [18] [19]. South Korea's addressing sys-

tem has two types of addresses: street addresses and street names, 

both of which consist of two to five words, excluding details such 

as the number. Since each word consists of the sum of a proper 

name and a municipality name, OCR errors can be corrected by 

analyzing the similarity of the address to a database [20]. There-

fore, database matching-based correction and Large Language 

Model (LLM)-based methods can be applied [21] [22]. Database 

matching-based correction separates the text generated by OCR 

into words and searches for similar addresses in the database us-

ing each word as a keyword [23]-[25]. Candidate addresses are 

then derived by finding the intersection of the search results for 

each word, and further language model-based similarity analysis 

is performed to determine the final address. However, this 

method performs a phoneme-by-phoneme comparison of key-

words, which can lead to large errors for a given address. LLM-

based methods use a language model trained on an address data-

base to estimate the final address according to the address system 

by prompting the language model with an address system and 

then typing the text generated by OCR [26] [27]. This method 

allows the model to understand different address formats and ex-

tract key information from the input text to accurately estimate 

the final address. This makes it robust to address word counts, 

missing addresses, and typos. 

3. Proposed Work/Method

3.1 Overall Handwritten Invoice System 

The proposed system aims to digitize the information about the 

sender and recipient in the handwritten invoice image, compare 

the information with the current address system, and output the 

enhanced address information. Figure 1 shows the structure of 

the handwritten invoice system, which consists of five steps. 

First, in the box image step, a camera is used to collect the image 

of a delivery box with an invoice attached. In the second step, an 

image processing algorithm is used to detect the invoice attached 

to the box and extract the sender and receiver images in the in-

voice. The Sender-Receiver Information Extraction step digitizes 

the handwritten information and outputs the address, name, and 

Figure 1 : Overview of proposed system 

phone number using a neural network-based VDU model. In the 

Address Correction step, the address information output in the 

previous step is compared and enhanced with the current address 

system using FAISS and LLM models. At the end, the sender and 

receiver information including the corrected address information 

is provided to the user. 

3.2 Box Image 

The environment in which box images are collected is as 

shown in Figure 2. To detect invoices and recognize the text 

within them, it is necessary to maintain a minimum resolution. 

Therefore, we defined the minimum unit required to recognize a 

single character and used a camera capable of satisfying this re-

quirement at a maximum distance of 60 cm between the camera 

and the invoice. Figure 3 illustrates a sample of the images actu-

ally captured. To minimize environmental factors affecting box 

detection, images were collected in various locations such as on 

desks and floors. These captured images are then fed into the next 

step for invoice region detection. 

3.3 Sender-Receiver Area Detection 

In this step, we aim to detect the image of the region containing 

the address, name, and phone number of the sender and receiver 

using the box image. The proposed method consists of three 

modules, as shown in Figure 4. (Box image detection with infor-

mation) module detects objects using the Yolact model. Each 

Figure 2 : Invoice image collection environment 

Figure 3 : : Sample image 
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Figure 4 : Sender-receiver image extraction process 

object is detected and edge images are detected using Canny 

Edge detector. Detect the minimum box area containing the in-

voice per bar by calculating the detected edge image and detect 

the minimum size box image containing the invoice. Then, the 

Edge Detection Module uses Gaussian blur to remove noise and 

blur using median filter to detect the edge of the invoice. Finally, 

the Canny Edge detector is used to detect the extracted edge im-

age. The edge image and the denoised box image are input to the 

sender-receiver detection module. The module uses the edge im-

age and box image to detect the invoice region and crops the re-

gion where the information about the sender and receiver is writ-

ten in the invoice. The edge image is used to detect the coordi-

nates of the four vertices of the rectangular invoice through con-

tour extraction. Use this to extract the invoice region in the box 

image. Taking advantage of the fact that invoices are structured, 

crop the image containing the sender and receiver information. 

Both images are fed into the invoice understanding module. 

3.4 Sender-Receiver Information Extraction 

Sender-receiver information extraction is the process of out-

putting the information of the sender and receiver in the extracted 

invoice image. For information extraction, we used Donut, which 

performs well without requiring text location labeling. To reflect 

the domain of invoices, our model was trained on pre-trained Do-

nut with additional created and collected data. 

As shown in Figure 5, Donut consists of three main steps. 

When a Sender or Receiver image is input, it goes through the 

vision encoder step. The vision encoder step passes the Korean 

courier invoice through the encoder to extract visual features that 

contain detailed information such as the type and location of text 

in the image. The second step is the textual decoder, which is a 

language model that generates sentences with the output of the 

vision encoder and the prompt as input. The last step is postprocessing,  

Figure 5 : Sender-receiver information extraction process 

Figure 6 : Address correction process 

which performs correction on the JSON data output from the tex-

tual decoder. 

3.5 Address Correction 

The address correction module, as shown in Figure 6, consists 

of two stages: Similarity Matching and Address Correction. In 

the Similarity Matching stage, the input address is vectorized to 

calculate its similarity with a pre-constructed database. Based on 

this similarity, the top 5 most similar addresses along with their 

contextual information are extracted. This similarity calculation 

is efficiently performed using FAISS (Facebook AI Similarity 

Search). In the Address Correction stage, an LLM (GPT-4) is em-

ployed to correct errors in the input address using the extracted 

similar addresses and contextual information. During this pro-

cess, the LLM distinguishes the structure of the Korean address 

system and corrects typos and formatting errors by reflecting 

contextual similarity. The output is generated based on a prompt 

explicitly specifying the structure of the Korean address system. 

4. Experiment

We trained the Image Segmentation Model for sender-receiver 

region extraction and the VDU Model for digitizing sender-re-

ceiver information from handwritten invoices on a total of 16,000 

train data of simultaneous courier and invoice images. The hand-

writing used in the invoices was generated based on address data 

created using a generative model trained on real handwriting. The 

test set consists of generated addresses as well as some cases of 

manually written address characters. In the case of the Image 

Segmentation Model, we checked its own performance through 

the Confusion Matrix, and in the case of the VDU Model, we 

compared its performance with and without the address correc-

tion algorithm proposed in the paper. 

4.1 Quantitative Evaluation of Box Accuracy 

We want to check the performance of the model by checking 

the Confusion Matrix for 3 classes: Box, Invoice, and Physical 

Noise for a total of 1,000 test data. The data was collected from 
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a camera that shoots perpendicular to the floor from a height of 

60cm, and a UHD (3,840 * 2,160 pixel) camera was used to en-

sure that the letters on the invoice can be seen considering the 

height of the floor and the box. The boxes and invoices used in 

the experiments were parcel boxes numbered 1-4 and invoice pa-

per based on the postal service headquarters. Image  

Segmentation was performed by fine-tuning the train data 

based on YOLACT [10]. We checked the performance of the 

model by measuring the accuracy in mAP(50) and mAP(75) en-

vironments. mAP(50) and mAP(75) are metrics that evaluate 

model performance based on the Intersection over Union (IoU) 

value, which measures the overlap between predicted and ground 

truth boxes. Specifically, mAP(50) considers a prediction correct 

when the IoU is 0.5, while mAP(75) uses an IoU threshold of 

0.75. These metrics help in understanding both the overall per-

formance and precision of a model, with higher values indicating 

better performance. The results of the Baseline and the model 

with the proposed method are presented in Table 1. 

Table 1 : mAP(50) and mAP(75) performance of Bounding Box 

and Segmentation Mask of Segmentation model 

Type 
mAP(50) 

(%) 
mAP(75) 

(%) 

Bounding Box 92.47 87.78 
Segmentation Mask 91.05 87.02 

Figure 7: Image of delivery invoice, (left) original, (right) after 

segmentation 

Table 2 : Number of correct and incorrect words & address ac-

curacy of Baseline (Donut) model and Baseline + Address Cor-

rection (Ours) 

Model 
Address 
Correct 

Address 
Error 

Address 
Accuracy (%) 

Baseline [28] 291 121 70.67 
Baseline + 

Ours 
312 100 75.72 

4.2 Quantitative Evaluation of the Address Correction 

 To compare the performance of the resulting address correc-

tion algorithm to the existing Donut-based OCR, we measure the 

accuracy of each address in words. The data used for the test is 

about 100 images of the Sender-Receiver area that have been pro-

cessed by the segmentation model. Accuracy is measured by 

comparing the model's predicted results with the actual data 

(ground truth, GT), which takes into account whether each char-

acter is matched or misspelled.  

4.3 Qualitative Evaluation 

For qualitative evaluation, we ran experiments on three bad 

cases: missing addresses, address typos, and handwriting. The in-

itial predictions of the model and the address correction algo-

rithm were as follows. Missing addresses refer to cases where 

specific elements of an address, such as a district or city, are 

missing or incorrect. Address typos refer to cases where a non-

existent address is written. In both cases, traditional OCR sys-

tems can only recognize the text as written, inevitably leading to 

address errors. Handwriting refers to cases where the address is 

overwritten, physically corrected, or written with unclear hand-

writing. In such scenarios, OCR systems frequently encounter er-

rors, whereas our model is designed to correct them. Figures 8, 

9, and 10 illustrate examples for each case, while  

Figure 8: Image of an Invoice with missing address
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Figure 9: Image of an invoice with address typos 

Figure 10: Image of a Poorly Written Handwritten Invoice 

Table 3 : Results of applying the model for Image of an Invoice 

with missing address 

Model Sender Receiver 

GT 
서울 마포구 

상암동 1580 

부산광역시 영도구 

동삼동 970-2 

Baseline[29] 
서울시 마포 

상암동 1580 

부산광역시 동삼동 

970-2 

Baseline + Ours 
서울특별시 마포구 

상암동 1580 

부산광역시 영도구 

동삼동 970-2 

Table 4 : Results of applying the model for Image of an invoice 

with address typos 

Model Sender Receiver 

GT 
광주광역시 동구 

소태동 646-9 

경상남도 창원시 

성산구 정동로62번길 

56-28 

Baseline[29] 
광주광역시 강남구 

소태동 646-9 

경상남도 마산시 

성산구 정동로62번길 

56-28 

Baseline + Ours 
광주광역시 동구 

소태동 646-9 

경상남도 창원시 

성산구 정동로62번길 

56-28 

Table 5 : Model application results for Image of a Poorly 

Written Handwritten Invoice 

Model Sender Receiver 

GT 
부산광역시 사하구 

다대로577번길 7 

경기도 남양주시 

미금로 42번길 3-6 

Baseline[29] 
부산광역시 사양구 

다대로 577번길 7 

경기도 남양시 미금로 

42번길 3-6 

Baseline + 
Ours 

부산광역시 사하구 

다대로577번길 7 

경기도 남양주시 

미금로 42번길 3-6 

Tables 3, 4, and 5 present the ground truth (GT) values, OCR 

predictions, and the results after applying the address correction 

model. 

 4.4 Discussion 

In this paper, we measured the accuracy of invoice border 

detection and the address correction algorithm for handwritten 

invoice information extraction. For invoice border detection, the 

existing Yolact model was further trained with 10,000 additional 

box and invoice photos, and the accuracy of the Box 

Segmentation Module was evaluated using approximately 2,000 

test datasets. The detection results showed high accuracy with 

91.05% at mAP 50 and 87.02% at mAP 75. As a result, the Edge 

Detection Module was able to accurately separate sender and 

receiver images. To evaluate the address correction algorithm, we 

compared Model 1, which was trained using a certain percentage 

of generated data based on Donut, with Model 2, which included 

the address correction algorithm in Model 1. Compared to the 

original model, the number of correct addresses increased from 

291 to 312, and the overall accuracy improved by approximately 

5%. 

According to the predictive analysis of the system, invoice 

detection was expected to be robust to both optical noise and 

physical noise, and the address correction algorithm was 

expected to produce an error of 10% or less for addresses only, 

by correcting misdetected words or typos in the results produced 

by the pre-trained model. 

In the actual experiment, we found that the invoice detection 

was robust to various noise environments with high accuracy. 

However, in the case of the address correction algorithm, we 

found that the qualitative evaluation showed that some accuracy 

was improved by correcting some false detection words and 

typos only for addresses. However, the expected results were not 

achieved because it was difficult to distinguish between 

intentional typos and duplicate address names in different regions 

even with the address correction algorithm. 
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In conclusion, this study demonstrates the potential for 

improving the segmentation and VDU models used in unmanned 

parcel receivers for logistics system automation, and emphasizes 

that the accuracy of handwritten invoice recognition can be 

improved by additional methods such as LLM-based address 

correction algorithms. This provides important guidance for 

future model enhancement and commercialization strategies. 

5. Conclusion

In this paper, we conducted a study on a handwritten invoice 

recognition system that improves invoice recognition 

performance through segmentation and enables address 

correction. The proposed system uses a segmentation model and 

an image processing algorithm to accurately crop the region 

containing information in the image, and modifies the address 

information outputted by the donut-based LLM appropriately to 

obtain higher accuracy results. In particular, we proposed a 

strategy for the advancement and commercialization of the entire 

system through the pre- and post-processing of the invoice region 

extraction method and the VDU model for handwriting 

recognition, which was inferred by the image processing 

algorithm alone. In the future, we will explore regularity and 

prediction methods for unstructured word or number arrays such 

as large-scale names and cell phone numbers to improve the 

model. 
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