
 
 
 

Journal of Advanced Marine Engineering and Technology, Vol. 47, No. 2, pp. 84~90, 2023 ISSN 2234-7925 (Print) 
J. Advanced Marine Engineering and Technology (JAMET) ISSN 2765-4796 (Online) 
https://doi.org/10.5916/jamet.2023.47.2.84 Original Paper 

 

This is an Open Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/licenses/by-nc/3.0), which permits unrestricted 
non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited. 
 

Copyright ⓒ The Korean Society of Marine Engineering 
 
 

 

 
LiDAR-based background interpolation method for obstacles 

 

Seong-Beom Jeong1ㆍ Yeong-Jae Shin2ㆍ Soo-Hwan Lee3ㆍ Ju-Hyeon Seong† 

(Received March 22, 2023； Revised April 19, 2023；Accepted April 22, 2023) 
 

 
Abstract: LiDAR is a crucial element of location-based services (LBSs), including autonomous driving, and is a technology that can 

identify surrounding objects and terrain. The topography changes due to the occlusion at the indoor where the movement of objects is 

frequent limits positioning using LiDAR. We propose the dual-background segmentation model, which can distinguish terrain and 

remove obstacles, and the Binning-based Mode Interpolation Algorithm, which can interpolate the removed obstacles into the back-

ground, is combined in LiDAR-based Background Interpolation Method for Obstacles. The proposed model recognizes an obstacle as 

an object using a detection model, locates the object, and expresses its shape. Thus, an object is detected in the LiDAR image, and the 

information of the corresponding ROI is removed. Then, using the binning-based mode interpolation algorithm, the background of the 

obstacle is restored by interpolating the remaining area based on depth information from the surrounding terrain of the object. Thus, 

the proposed method can acquire the topography even in an indoor space with many object changes. 

Keywords: Light detection and ranging, Background interpolation, Object detection 

 
 

1. Introduction 
Recently, the utilization of self-driving devices such as drones 

and robots has increased in everyday life. For instance, robots 

must recognize their surroundings, avoid obstacles, and provide 

targeted services similar to humans who visually grasp the sur-

rounding terrain. These robots are equipped with various sensors 

for this function, such as cameras, radars, and LiDARs. 

Cameras are intuitive and contain vast amounts of information 

because they perceive the world similar to humans. However, 

they have limitations in terms of individual computations be-

cause individual robots process them. radars, which have been 

developed for ships and aircraft, have broader coverage than 

other sensors and are technologically advanced. However, they 

encounter difficulties in recognizing the detailed terrain. 

LiDAR, which employs the difference in the arrival time of the 

receiving and sending ends using light, can simultaneously de-

rive the relative distance of surrounding objects. Compared with 

radar, LiDAR has limited coverage because of the straightness of 

light, but its resolution is higher. Owing to this advantage, the 

most recent self-driving solutions are equipped with LiDAR. 

Terrain analysis using LiDAR is a widely utilized method in 

aviation owing to its ability to analyze environments without ob-

stacles. However, when robots or drones are deployed on the 

ground, many moving objects exist, including humans. These ob-

jects are superimposed on the terrain already recognized through 

SLAM, making it challenging to accurately determine the exact 

location. Furthermore, LiDAR cannot distinguish between ob-

jects and the terrain, thus making it impossible to interact with 

objects. Consequently, a separate sensor or communication sys-

tem is necessary [1]. Even a 2D LiDAR in the form of an image 

has only a single distance channel, making it challenging to dis-

tinguish between objects and the terrain. To address these limita-

tions, researchers have combined LiDAR with cameras to recon-

struct 3D objects recognized by the cameras using LiDAR [2]. 

Nevertheless, this approach has the limitation of requiring a sep-

arate camera, making it challenging to apply to relatively low-
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cost robots because the images must be processed simultane-

ously. 

In a recent study by Li [3], object recognition using LiDAR 

was achieved by directly applying a Faster RCNN to LiDAR 

data. However, owing to the recognition of objects in a 3D scan 

environment, applying this study to the LiDAR technology used 

in general driving robots is challenging. Moreover, because these 

studies recognize only the presence of objects, their applicability 

is limited. A typical mobile robot operates in a complex environ-

ment in which humans and objects coexist indoors, necessitating 

the distinction of objects and further recognition of the terrain. 

However, existing studies focus only on object recognition and 

do not recognize the topographical characteristics of the area 

where objects disappear. 

This study proposes a LiDAR-based approach that addresses 

the challenge of recognizing and distinguishing between terrain 

and obstacles in complex environments. Specifically, we intro-

duce a dual-background segmentation model and a binning-

based mode interpolation algorithm that work together to remove 

obstacles and interpolate the resulting background. The proposed 

interpolation method for obstacles comprises two components: a 

dual-background segmentation algorithm that detects and re-

moves objects from LiDAR images by applying an object recog-

nition model and a binning-based mode Interpolation algorithm 

that fills the areas left behind by the removed objects using depth 

information from the surrounding terrain. The dual-background 

segmentation model identifies obstacles as objects by applying 

an object recognition model, locates the objects, and represents 

them as polygons using contour information. The corresponding 

region of interest is then removed from the LiDAR image. The 

remaining areas are interpolated using a binning-based mode in-

terpolation algorithm to restore the original background. The pro-

posed method can quickly acquire topographical information in 

complex indoor spaces, where many objects obstruct LiDAR 

sensing. In summary, the proposed method provides a solution to 

the challenge of recognizing and distinguishing obstacles and ter-

rain in complex environments using LiDAR technology. 

2. Related background
2.1 Faster regional-CNN (Faster R-CNN) 

Since its introduction, Faster R-CNN [4] has been widely used 

as a universal object detection model owing to its improvements 

over previous models such as R-CNN [5] and Fast R-CNN [6]. 

Numerous studies have been conducted to enhance various 

model components. However, because of its intuitive model ar-

chitecture, it remains the mainstream choice for many computer 

vision tasks, including object tracking [7][8], image captioning 

[9][10], OCR [11]-[13], and object detection. Faster R-CNN ad-

dresses variations in object size by generating candidate regions 

for objects of various sizes using regional proposal networks 

(RPNs). First, the model extracts feature from an image using a 

CNN-based backbone. Then, the RPN uses the sliding window 

technique to identify areas in the input image that could contain 

the target object. The feature vector size is standardized through 

ROI pooling in the detected region, and object detection is per-

formed by learning the object type and location via classifier lay-

ers. 

2.2 Light detection and ranging (LiDAR) 

LiDAR, a sensing system that employs light to determine the 

distance and location of objects, differs from radar, which utilizes 

radio waves. This technology utilizes the time of flight (ToF), a 

method that calculates the time required for light to reflect and 

return to a target, to determine the target information. ToF 

measures the time required for the light emitted from the trans-

mitter to reach the target and return to the receiver to determine 

the characteristics of the target. Whereas LiDAR has a narrower 

coverage area than radar because of the direct nature of light, it 

is frequently employed in indoor environments, such as autono-

mous driving and surveillance systems, owing to its high preci-

sion. In addition, recent research has explored the integration of 

machine learning techniques with LiDAR to enhance its capabil-

ities in various fields, including object recognition [14][15], ob-

ject tracking [16][17], and action recognition [18][19], extending 

beyond its conventional use in terrain modeling [20][21]. 

3. Proposed interpolation method
3.1 Overview of the proposed interpolation method 

In this study, we propose a LiDAR-based background interpo-

lation method for map generation using infrared-based LiDAR in 

the presence of obstacles such as people and boxes. The inability 

to penetrate obstacles owing to the straightness of LiDAR has a 

significant impact on indoor mapping accuracy. To solve this 

problem, most mapping applications use LiDAR measurements 

in the early morning hours after obstacles are removed to meas-

ure the structure. However, by limiting the measurement time to 

the early morning hours, manpower and costs become prohibi-

tive, limiting the mapping of buildings using LiDAR. Therefore, 
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to generate LiDAR maps in indoor environments with frequent 

obstacle movement, the dual-background segmentation model 

and the binning-based mode interpolation algorithm are applied 

to detect and remove obstacles as objects and interpolate the ob-

ject information with the surrounding depth information. Figure 

1 demonstrates a block diagram of the proposed method. 

Figure 1: Structure of the proposed interpolation method 

3.2 Dual-background segmentation model 

To remove an obstacle, identifying the location and shape of 

an object is more important than its classification. The proposed 

dual-background segmentation model comprises an object recog-

nition model and an object contour algorithm. Commonly used 

object recognition models, the YOLO and R-CNN series, are 

trained on three-channel images. However, they cannot be ap-

plied to infrared-based LiDAR images that are one-channel im-

ages. Therefore, learning difficulty and speed should be consid-

ered. R-CNN is slow in recognizing objects in real time. How-

ever, it has high accuracy. In an object recognition model that 

uses infrared images as input, infrared images have fewer chan-

nels than normal images; therefore they have low accuracy rather 

than high speed. Therefore, in this study, we use infrared images 

to identify the location of objects using a faster R-CNN-based 

object recognition model. 

After the object is removed, the background interpolation 

method can be implemented by changing the depth information 

of the bounding box resulting from the object recognition to the 

depth information of the surrounding terrain. However, when the 

depth information of the surrounding terrain varies, interpolating 

to the background is difficult. Therefore, the proposed object re-

moval model does not remove objects in the form of a simple box 

but removes objects in the form of a polygon shaped like an ob-

ject to improve the accuracy of background interpolation by uti-

lizing the surrounding background as much as possible.  

Figure 2 shows the architecture of the proposed object removal 

model. Depth images of the structure of an indoor building captured  

Figure 2: Architecture of the proposed object removal model 

with a LiDAR camera have clear boundaries, unlike typical im-

ages captured with a regular camera. Because of this characteris-

tic, we can proceed with preprocessing by normalization, which 

has a high computational speed, instead of using a heavy prepro-

cessing algorithm such as Canny that detects the boundary lines 

of the image in contour detection to construct a polygon. After 

preprocessing, a contour algorithm is used to detect the outlines 

of the walls and objects in the image. However, because of the 

noise generated by the LiDAR camera, small contours that are 

not objects are detected, and the area of the contour removes 

these small contours. Noise-induced contours are removed by re-

moving the contours whose area does not exceed 768; this is 1% 

of the total image area. Consequently, only the outlines of the 

walls and objects are detected, and the object outlines are used to 

represent them as polygons. For this purpose, only the outlines 

containing the location of the object derived from object recog-

nition are extracted and converted into polygons for object re-

moval using a polyline. The object information is covered by a 

polygon and removed. 

3.3 Binning-based mode interpolation algorithm 

Obstacles that are removed as polygons should be replaced 

with background information. However, LiDAR is highly linear 

and cannot detect obstacle backgrounds. Therefore, obstacle in-

formation must be replaced by interpolating the background 

around the obstacle. Indoor depth images typically capture walls 

and hallways. This causes sharp changes in the values at their 

boundaries. Therefore, applying linear and bilinear interpola-

tions, which interpolate the empty information in the image using 

weights according to the distance from the known information, 

is difficult. Therefore, in this study, background interpolation is 

performed using a binning-based mode interpolation algorithm. 

The proposed algorithm interpolates the values of the five re-

gions using the region values of 1, 2, 3, 4, and 7 in a 3 × 3 mask, 
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as shown in Figure 3. Because the depth image contains noise, 

to remove noise of the depth information, the bins of the depth 

information are categorized into 10 bins to obtain the frequency 

count. Among the 10 nonzero bins, the bins with the highest fre-

quency count and the next most frequency count are sorted; these 

are defined as 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟1 and 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟2, respectively. 

Figure 3: Binning-based mode interpolation 

We use 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟1  and 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟2  to determine the dominant back-

ground. This is derived as follows: 

𝑋𝑋 =

⎩
⎨

⎧
𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐(𝑥𝑥𝑛𝑛 = 0),

𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐(0 < 𝑥𝑥𝑛𝑛 ≤ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟2),
𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟2 < 𝑥𝑥𝑛𝑛 ≤ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟1),
𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟1 < 𝑥𝑥𝑛𝑛 < 𝑃𝑃𝑐𝑐𝑃𝑃𝑃𝑃𝑃𝑃𝑐𝑐𝑟𝑟)⎭

⎬

⎫
, (𝑟𝑟 = 1,2,3,4,7)     (1) 

Here, 𝑥𝑥𝑛𝑛 represents the value of the surrounding background 

and is a set of five regions, 1,2,3,4, and 7, as shown in Figure 3. 

A polygon represents the value of an object removed by the pre-

vious algorithm. The 𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐  function is a frequency counting 

function. It counts the number of times the five region values sat-

isfy each condition. Set 𝑋𝑋 computes the interpolation region us-

ing 

𝑥𝑥5 = 𝑟𝑟𝑎𝑎𝑃𝑃(𝑚𝑚𝑐𝑐𝑚𝑚𝑚𝑚(𝑋𝑋))          (2) 

Here, the 𝑚𝑚𝑐𝑐𝑚𝑚𝑚𝑚 function determines the area corresponding to 

the condition with the highest frequency in each condition. This 

is interpolated by determining the average value for each region 

using the avg function. Using Equations (1) and (2), we can or-

ganize the values of the regions into bins that can be used to de-

termine the dominant information in the background. Because 

this method interpolates the dominant information in the sur-

rounding background, the proposed algorithm can be used not 

only when the interpolation location has continuous information, 

such as a wall, but also when the interpolation location is a 

boundary plane, if the object is not completely obscured by the 

background. 

4. Experiment and results
4.1 Experimental environment 

Figure 4: Experimental environment 

In this study, an Intel RealSense LiDAR camera L515 was in-

stalled on a tripod to collect images, and the entire process was 

developed using Python. To collect images in an indoor environ-

ment, a corridor in front of Room 333 on the third floor of Build-

ing 1, College of Engineering, Korea Maritime University, was set 

up as the experimental environment. Figure 4 shows the structure  

of the experimental environment and shooting points. We used a 

LiDAR camera with a maximum range of 9 m; therefore, we set 

it at a point where there was a background within a 9 m radius. 

Here, the images were captured in four directions centered on the 

shooting point, and sections with only corridors and glass sec-

tions where data collection was not possible were removed. In 

the experiment, boxes, people, and chairs were used as obstacles 

and all points were first recorded without obstacles to collect the 

GT. Images were then collected in the presence of a box, chair, 

or person to simulate an obstacle scenario. 

The images captured by the LiDAR camera were labeled using 

labeling tool LabelImg. Unlike general object recognition, the 

object recognition model in this study only identifies the location 

of the object. Therefore, we specified the class as an object and 

focused on labeling its coordinates. The FPS of the LiDAR cam-

era was 30, and sampling was performed every 30 s. The total 

number of collected data points was 750, excluding the GT, and 

the ratio of training to testing was 9:1. 

4.2 Evaluation of object detection performance 

The object recognition model uses a Faster R-CNN. The train-

ing image was an infrared image captured by LiDAR and con-

verted into grayscale to train the model. Figure 5 shows the loss 

graph of the Faster R-CNN trained with infrared images, where 

the x-axis represents the number of iterations, and the y-axis rep-

resents the loss. Notably, the loss converged after 200 epochs. 
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Figure 5: Infrared-based object detection loss 

To check the performance of the object recognition model, we 

used mean average precision (mAP) as an evaluation metric. The 

mAP was obtained by averaging the area values of the precision-

recall graph for each class. The higher the value of mAP, the bet-

ter the performance. We set the thresholds for the intersection of 

union (IOU) that identifies the overlapping regions of the GT and 

predicted bounding box to 0.3, 0.4, 0.5, 0.6, and 0.7. 

Table 1: Mean average precision (mAP) performance of infra-

red-based faster regional-CNN (R-CNN) 

Model mAP(%) 
Infrared based Faster-RCNN 95.18 

Table 1 lists the mAP when an infrared image is used as the 

input to a Faster-RCNN. We could check whether an object was 

correctly detected by the mAP. Notably, the mAP performance of 

Faster-RCNN was 95.18%, which is high, and the object in the 

infrared image was correctly recognized. Figure 6 shows the ob-

ject recognition results, where (a) is a normal image and (b) is an 

infrared image. 

Figure 6: Result of object detection 

4.3 Evaluation of LiDAR-based background interpolation 

method performance 

Objects can be removed by changing the ROI value. Figure 7 

shows the results of object removal, where (a) the bounding box 

information is changed, and (b) the information is changed by 

deriving a polygon of the object shape. The image value changed 

to 65,535; this was the maximum value of the data type that could 

not be measured using the LiDAR camera. 

Figure 7: Result of object removal 

The binning-based mode interpolation algorithm was applied 

to interpolate a value of 65,535, which is the value obtained by 

removing objects from the image, as background information. To 

apply the algorithm, the polygon was set to 65,535, which is the 

image value, based on Equations (1) and (2), the bin was divided 

into 10 bins by the image histogram, and the frequency was de-

termined; 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟1  and 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟2  were set to 13,107 and 6,553, re-

spectively. We obtained and applied the binning-based mode in-

terpolation algorithm to interpolate all information in the object-

removed image to the background. To evaluate the performance 

of background interpolation, we compared the proposed method 

with the bounding box interpolation method that removed and 

interpolated with a bounding box. For a quantitative evaluation, 

we checked the peak signal-to-noise ratio (PSNR) and structural 

similarity index map (SSIM) that were used as image quality 

metrics. PSNR and SSIM can be used to evaluate the degree of 

image loss when the image quality changes and can be used to 

confirm the equivalence between two images. However, in the 

case of depth images, the quality metrics are not comparable to 

those of general images because the quality metrics are very poor 

owing to the LiDAR noise. Therefore, we checked the quality 

metrics when measuring the same space. 

Table 2: Comparison of PSNR and SSIM of the proposed method 

and bounding box interpolation 

Model PSNR [dB] SSIM 
GT 24.80 0.77 

Bounding box Interpolation 19.68 0.57 
Proposed method 20.43 0.61 
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Table 2 compares the PSNR and SSIM of the proposed 

method and bounding box interpolation method to verify the 

background interpolation performance. The PSNR and SSIM of 

the proposed method were 20.43 dB and 0.61, respectively. The 

PSNR and SSIM of the bounding box interpolation method were 

19.68 dB and 0.57, respectively. This showed that the perfor-

mance of the proposed method improved by 3.81% and 7.02%, 

respectively. Because the PSNR and SSIM of the GT were 24.80 

dB and 0.77, respectively, notably, the PSNR and SSIM of the 

proposed algorithm reduced by 17.62% and 20.78%, respec-

tively. These results were due to the fact that the data and GT 

acquisition locations were not exactly the same. This can be 

solved by perfectly coordinating the acquisition location with the 

GT. 

Figure 8: Result of background interpolation 

Figure 8 shows the results of the interpolation, where (a) is the 

GT image, (b) is the resulting image of the bounding box inter-

polation, and (c) is the resulting image of the proposed method. 

As shown in Figure 8 (b), the object recognized glass as the dom-

inant background and converted all the information in the object 

to glass. However, the proposed method distinguished the situa-

tion where the glass part was dominant from the situation where 

the wall part was dominant and proceeded with interpolation, 

showing high interpolation accuracy. Therefore, the proposed 

method could generate maps irrespective of the presence of ob-

jects using infrared-based LiDAR. 

5. Conclusion
This study proposes a LiDAR-based background interpolation 

method for obstacles in indoor spaces. The proposed model com-

bines the dual-background segmentation model and a binning-

based mode interpolation algorithm to detect and interpolate ar-

eas covered by objects. The dual-background segmentation algo-

rithm classifies and removes objects from LiDAR images, 

whereas the binning-based mode interpolation algorithm interpo-

lates the areas covered by objects. The experimental results 

demonstrated that object detection using LiDAR alone was 

possible with an accuracy of approximately 95%. We also ob-

served that the PSNR improved from 19.68 dB to 20.48 dB when 

we performed deletion and interpolation based on the object pol-

ygons detected by the proposed model. The proposed system 

could recognize objects and topography in the surrounding space, 

identify their position on the entire map, and determine the posi-

tions of the surrounding objects. Future research should aim to 

expand the system’s capabilities to grasp the topography of the 

actual surrounding space in 3D and track the location of an object. 
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