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Abstract: In most processes, robust control performance is required even if a disturbance occurs to ensure stable performance in the 

steady-state operation. Cascade control needs to be applied to ensure control performance even during disturbances. However, when 

cascade control is applied, the design and tuning of the primary controller involves the secondary control loop and the primary process 

and becomes a form of a higher-order equation. The purpose of this paper is to propose a simple method of the design and tuning for 

controllers without any complicated structures. In this proposal, the secondary control loop was designed and tuned by the IMC-based 

PID control considering the cancellations of the poles and zeros between a controller and the process. A genetic algorithm was used to 

design the best performance in the primary controller. For the performance comparison of the proposal, controllers tuned by the IMC-

based PID control and direct synthesis and the fine-tuned controller by the Tyreus–Luyben method were applied in the simulation. 

Simulations were carried out to confirm the control performance using these controllers. As results of the simulation, this proposal 

presented better results with nominal models, ±10% parametric uncertainties for the processes, and a disturbance with a twice gain, for 

both setpoint tracking and disturbance rejection. 
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1. Introduction 

Many investigations on tuning Proportional–Integral–Deriva-

tive (PID) controllers, especially in a single-input and single-out-

put (SISO) system, have been carried out [1]-[7]. However, the 

SISO system often does not provide a satisfactory performance 

in processes when stringent process requirements are required 

with slow actions and strong disturbances [8]. One of the main 

reasons is that the disturbance must be detected by a process var-

iable before a control system response occurs. To clear this issue, 

multiple measurements are necessary to improve the response to 

a disturbance. Cascade control is commonly used with multiple 

measurements and a single manipulated input in processes to 

control the temperature, flow, and pressure and is frequently ap-

plied to processes where disturbances are expected [8]-[9].  

Since the cascade control strategy was introduced, many stud-

ies have been conducted to improve its closed-loop performance. 

Some of these have proposed advanced structures for cascade 

control. Kaya et al. [10] suggested a new approach with a Smith 

predictor in the primary cascade control loop. In addition, they 

provided an improved cascade structure for cascade control [11]. 

Dola [12] et al. described how to tune for unstable time delay 

processes in the cascade control loops using a modified Smith 

predictor. Mukherjee et al. [13] proposed an advanced dead-time 

compensator-based series cascade control structure for unstable 

processes.  

Some researchers have focused on how to easily tune the PID 

controllers in the cascade control system. Skogestad et al. [14] 

provided a simple method using a half rule for simplifying the 

complicated transfer functions of the processes and the applica-

tion of the IMC-based PID control. Lee et al. [15] suggested sim-

ultaneously tuning the PID controllers both for the primary and 

secondary control loops. Jeng [16] presented both primary and 

secondary controllers to be tuned at the same time by directly 

using setpoint step-response data without resorting to process 

models. However, cascade control with complex structures is dif-

ficult to apply in industrial plants and LNG carriers with many 

controllers to be tuned. Furthermore, it may be necessary to con-

sider that some variables are omitted in the process of simplifying 
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the controller, making it vulnerable to disturbances. 

The main contribution of this paper is to present a controller 

tuning method that can lower the order of the transfer function of 

the entire system and guarantee optimal performance when tun-

ing the primary controller of the cascade control loop. In other 

words, the IMC-based PID control was applied to lower the 

overall transfer function order of the secondary control loop by 

pole-zero cancellation between the plant and the controller in the 

secondary control loop. In the primary control loop, the genetic 

algorithm (GA) was used to show optimal performance. It also 

has the goal of providing a method to show good control perfor-

mance even with uncertainties, such as the degradation of equip-

ment performance, over time. 

First, we cite the transfer functions in other papers to verify 

the performance of the controller tuning method proposed in this 

paper [17]. However, the transfer function of a valve is newly 

created by the system identification approach, since it can be nor-

mally presented for its characteristics well using a first-order 

transfer function. After selecting all models used in the processes, 

each controller for the primary and secondary control loops was 

tuned by the proposed method using the GA and the IMC-based 

PID control. Some comparative controllers were tuned by the Ty-

reus–Luyben method and methods using direct synthesis and the 

IMC-based PID control. 

Then, the reference tracking performance for the proposed 

controllers and the comparative controllers are reviewed. After 

checks for the reference tracking performance, the disturbance 

rejection performances of the controllers were confirmed by the 

uncertainties occurring through degradation, such as aging and 

the changes in the disturbance magnitude. For these confirma-

tions, simulations were used. 

2. System configuration and models

The system used in this paper was configured with the goal of 

lowering the temperature of the fuel gas by spraying the LNG 

into the natural boil-off gas (NBOG) through an in-line mixer to 

raise the methane number. Specifically, the purpose was to lower 

the temperature of NBOG from −80 to −100 °C. The purpose of 

lowering the temperature of the NBOG is to avoid the knocking 

phenomenon in the Otto cycle engines. Figure 1 explains how 

this system named as the methane number control system was 

configured [18].  

Figure 1: System configuration 

Figure 2 shows the block diagram of this system based on the 

system configuration of Figure 1 [18]. In Table 1, the units rep-

resenting the input–output relationships with the transfer func-

tion and details used in the block diagram are identified.  

Figure 2: Block diagram for cascade control 

Table 1: Description of block diagram abbreviations and units 

Symbol Description Unit 

r Reference signal °C 
y Process outlet temperature °C 
d Disturbance signal (pump head) M 

𝐺𝐶1(𝑠) Primary controller - 

𝐺𝐶2(𝑠) Secondary controller - 

𝐺𝑃1(𝑠) Primary process (in-line mixer) °C/(kg/h) 

𝐺𝑃2(𝑠) 
Secondary process (control 

valve) 
(kg/h)/(Opening 

percentage) 

𝐺𝐷(𝑠) 
Disturbance (LNG flow fluctua-

tion from the FG pump) 
(kg/h)/m 

For the control valve indicated as GP2(s), the modeling accu-

racy was ensured without using a higher-order equation; so, the 

first-order transfer function of the control valve was newly ob-

tained in this study. Figure 3 shows the characteristic curve of  
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the control valve used for the system identification [17]. 

Figure 3: Characteristic curve of a control valve for system identifi-

cation 

The system identification using MATLAB Simulink provides 

estimates of the model parameters by minimizing the errors that 

occurred between the model outputs and the measured results. 

The least-squares method is one of the best methods available to 

lower the errors between the measured values and the model out-

put values [19]-[24]. The regression model used for the mathe-

matical structure is explained as Equation (1). These vectors ex-

plained in Equation (1) can be indicated as Equations (2) and 

(3): 

𝑦(𝑖) = 𝛽ଵ(𝑖)𝑥ଵ + 𝛽ଶ(𝑖)𝑥ଶ + ⋯ + 𝛽(𝑖)𝑥 = 𝛽்(𝑖)𝑥  (1) 

𝛽்(𝑖) = [𝛽ଵ(𝑖) 𝛽ଶ(𝑖) 𝛽ଷ(𝑖) ⋯ 𝛽(𝑖)]  (2) 

𝑥 = [𝑥ଵ 𝑥ଶ 𝑥ଷ  ⋯ 𝑥]்  (3) 

where 𝑦(𝑖) represents the measured values, 𝑥 represents the pa-

rameters at the model, and 𝛽(𝑖) represents the regressors. 

The parameters written in Equation (3) should be minimized 

by the least-squares loss in Equation (4). The residual 𝜀(𝑖)  is 

presented in Equation (5). 

𝐹(𝑥, 𝑡) = ∑ [𝑦(𝑖) − 𝛽்(𝑖)𝑥]ଶ௧
ୀଵ = ∑ [𝜀(𝑖)]ଶ௧

ୀଵ   (4) 

𝜀(𝑖) = 𝑦(𝑖) − 𝛽்(𝑖)𝑥  (5) 

𝑥(𝑖) = [𝛽(𝑖)்𝛽(𝑖)]ିଵ𝛽்(𝑖)𝑦(𝑖)   (6) 

The model for the control valve was obtained by the solution 

to the least-squares equation considering that the matrix, 

𝛽(𝑖)்𝛽(𝑖), was nonsingular. The first-order transfer function for 

the control valve created by Equations (1) to (6) showed 98.66% 

consistency with the measured values. 

All parameters for the transfer functions of the models used in 

this paper are summarized, including for the control valve, in Ta-

ble 2. The general structures of the first- and second-order trans-

fer functions are shown in Equations (7) and (8). 

𝐺ଵ(𝑠) =


ఛభ௦ାଵ
 (7) 

𝐺ଶ(𝑠) =
(ఈ௦ାଵ)

(ఛభ௦ାଵ)(ఛమ௦ାଵ)
 (8) 

Table 2: Summary of the parameters for the transfer functions 

of the model 

Model 𝑘 𝛼 𝜏ଵ 𝜏ଶ 

𝐺𝑃1(𝑠) –0.6564 151.541 64.10 6.313 

𝐺𝑃2(𝑠) 34.59 0 0.8826 0 

𝐺𝐷(𝑠) –0.00194 –4333.47 13.513 0.615 

3. Controller design and tuning

As a practical controller with a history of more than 70 years, 

the PID controller, one of the most widely used controllers in ac-

tual engineering projects, was applied as the basic controller in 

this study [25]. The basic parallel PID is presented in Equation 

(9): 

𝑢(𝑠) = ቂ𝑘 + 𝑘
ଵ

௦
+ 𝑘ௗsቃ 𝑒(s) = ቂ𝑘 ቀ1 +

ଵ

ఛ

ଵ

௦
+ 𝜏ௗ𝑠ቁቃ 𝑒(s) 

(9) 

where 𝑢(𝑠) is the control output, 𝑒(𝑠) is the error, 𝑘 is the pro-

portional gain, 𝜏 (=
𝑘

𝑘
൘ ) is the integral time, and 𝜏ௗ(=𝑘ௗ

𝑘
൘ )

is the derivative time. 

In the case of IMC-based PID control, it leads to tune a single 

parameter, the IMC filter 𝜆. As the same context, the direct syn-

thesis provides a desired closed-loop response with a single tun-

ing parameter. Given that there is one tuning parameter, it is ad-

vantageous for tuning of these controllers in a cascade control 

loop with a rather complex structure, so these tuning methods 

were adopted in this paper. The Tyreus-Luyben method is a pop-

ular method for tuning the controller because it is easily tuned 

while ensuring stable performance. The genetic algorithm was 

applied in this article because it can ensure better control perfor-

mance.  
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3.1 Case A: Combination of the genetic algorithm and the 

IMC–based PID control 

Designing and tuning the cascade controllers involve two steps 

[26]. First, the secondary controller needs to be designed and tuned 

to have a faster speed than the primary controller. Then, the transfer 

functions of the primary control loop and secondary controller are 

included to design and tune the primary controller. 

The secondary controller was designed and tuned by the IMC–

based PID control. This method included a unique feature of the 

IMC structure as explained in Figure 4 [26]-[27]. 

Figure 4: Structure of the IMC–based PID control 

In Figure 4, the 𝐺෨(𝑠) , which was defined as the process 

model, was replaced by 𝐺𝑃෪ 2(𝑠) to design and tune the secondary 

controller. The 𝐺(𝑠)describes an actual process. The 𝑞(𝑠) indi-

cated in Figure 4 represents an internal model controller includ-

ing the filter f(s). This can be expressed as in Equation (10). 

𝑞(𝑠) = 𝐺𝑃෪ 2(𝑠)ିଵf(s) =
ఛభ௦ାଵ



ଵ

ఒ௦ାଵ
(10) 

The 𝑞(𝑠)  in Figure 4 means the 𝐺𝐶2(𝑠)  represented by 

Equations (11) to (13). 

𝐺𝐶2(𝑠) =
(௦)

ଵିீ෪ ଶ(௦)(௦)
= ቀ

ఛభ

ఒ
ቁ

ఛభ௦ାଵ

ఛభ௦
 (11) 

𝑘 =
ఛభ

ఒ
(12) 

𝜏 = 𝜏ଵ  (13) 

A single tuning parameter, 𝜆, in relation to the response speed 

of the closed-loop system was selected as 0.1. The result of the 

reference tracking with the secondary control loop is shown in 

Figure 5. As shown in Figure 5, the selected 𝜆 value guaranteed 

a sufficiently fast response and good result. 

Even when the poles and zeros are cancelled from the second-

ary control loop by the IMC-based PID control method, it is dif-

ficult to design and tune the primary controller. This is because  

when the secondary control loop and primary process are com-

bined for designing and tuning the primary controller, it becomes 

a third-order or higher-order transfer function. The genetic algo-

rithm (GA) was used to find parameters that can perform opti-

mally under these conditions. The GA is one of the search and 

optimal techniques reflecting the process of natural selection 

where the fittest individuals are chosen for reproduction to pro-

duce offspring [28]-[31]. Figure 6 illustrates the methodology of 

the GA [32]. 

Figure 5: Response result to the step signal by the selected 𝜆 value 

Figure 6: Methodology of the genetic algorithm 

The parameter values and methods used for GA are summa-

rized in Table 3. The GA starts from a set of individuals defined 

as a population. Each individual is a solution to be solved. The 

selection chooses the fittest individuals, allowing them to pass 

their genes to the next generation. The crossover is the most im-

portant phase for randomly mating each pair of parents. At a cer-

tain level to form offspring, some of the genes are mutated to 

maintain diversity within the population. Finally, this procedure 

is terminated when the population has converged. 
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Table 3: Summary of the parameters for the genetic algorithm 

GA property Value/Method GA property Value/Method 

Population 50 Mutation Adaptive 

Fitness scaling Rank Crossover 
Feasible 

arithmetic 

Selection Tournament 
Crossover 
fraction 

0.8 

Table 4 shows the parameter values of the PID controllers ob-

tained using the IMC-based PID control and GA. 

Table 4: Summary of the parameters for the controllers 

Model 𝑘 𝜏 𝜏ௗ 𝜆 

𝐺𝐶1(𝑠) –157.243 0.905 0.024 0 

𝐺𝐶2(𝑠) 0.255 0.883 0 0.1 

3.2 Case B: Combination of direct synthesis and IMC–

based PID control 

Direct synthesis was introduced for designing and tuning the 

primary controller [18]. In the case of the secondary controller 

tuned by the IMC–based PID control, the same controller as in 

Case A was used. When designing and tuning the primary con-

troller, the secondary control loop was not considered, because 

most poles and zeros were cancelled by the IMC–based PID con-

trol. That is, we assumed the 𝐺𝐶𝐿2(𝑠) in Figure 7 was 1. 

Figure 7: Block diagram for designing and tuning 𝐺𝐶1(𝑠) 

𝐺𝐶𝐿1(𝑠) =
ீଵ(௦)ீଵ(௦)

ଵାீଵ(௦)ீଵ(௦)
(14) 

Based on the block diagram, the 𝐺𝐶𝐿1(𝑠) is derived as Equa-

tion (14). From Equation (14), the primary controller was trans-

formed to Equation (15). 

𝐺𝐶1(𝑠) =
ீ (௦)

ீଵ(௦){ଵିீଵ(௦)}
(15) 

The desired transfer function for 𝐺𝐶𝐿1(𝑠) is defined in Equa-

tion (16). 

𝐺𝐶𝐿1(𝑠) =
ଵ

ఒ௦ାଵ
(16) 

From these Equations, 𝐺𝐶𝐿1(𝑠) can be derived as Equation 

(17) [33]-[34]. 

GC1(s) = 𝑘 ቀ1 +
ଵ

ఛ

ଵ

௦
+ 𝜏ௗ𝑠ቁ ቀ

ଵ

ఒಷ௦ାଵ
ቁ (17) 

A single tuning parameter, 𝜆ி, in relation to the response speed 

of the closed-loop system was selected as 0.75. The result of a 

step response based on the selected 𝜆ி value is shown in Figure 

8. The summary of the parameters for the primary controller is

presented in Table 5. 

Figure 8: Response result to the step signal by the selected 𝜆ி value 

Table 5: Summary of the parameters for the primary controller 

Model 𝑘 𝜏 𝜏ௗ 𝜆 𝜆ி 

𝐺𝐶1(𝑠) –143.03 0.174 5.747 202.06 0.75 

3.3 Case C: Fine-tuned Tyreus-Luyben method 

Unlike in other cases, 𝐺𝐶2(𝑠) was excluded in Case C. This 

was because it showed poor control performance when a second-

ary controller designed and tuned by the IMC−based PID control 

was included. Based on the root locus method, the gain facing 

the imaginary axis was considered as the critical gain (𝑘௨) and 

frequency (𝑃௨) [18]. According to Figure 9 showing on the re-

sponse result of the root locus, 𝑘௨  and 𝑃௨  were 0.708 and 

173.003 rad/s.  

However, the response result was unsatisfactory in the set–

point tracking and disturbance rejection performances by the Ty-

reus–Luyben method. As a conclusion, a fine tuning was carried 

out to show a good result, as shown in Table 6. 

Table 6: Summary of the parameters for the primary controller 

Model 𝑘 𝜏 𝜏ௗ 

𝐺𝐶1(𝑠) –1.425 0.841 0.439 
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Figure 9: Response result based on the root locus method 

4. Simulation results and discussion

The control performance is reviewed by the setpoint tracking 

and the disturbance rejection. To consider the performance deg-

radation, ±10% parametric uncertainties for the processes are 

also considered. Each performance assessment is carried out with 

the criteria listed below. To confirm the performance assessment, 

the MATLAB software program (Mathworks, Massachusetts, 

USA) was used. 

• Assessment A: nominal model;

• Assessment B: parametric uncertainty with a +10% gain and

–10% time constant for the processes;

• Assessment C: parametric uncertainty with a –10% gain and

+10% time constant for the processes; 

• Assessment D: disturbance with a twice gain.

The performance review progresses with some indices [35]-

[36]. The time-weighted integral of absolute value of error 

(ITAE) penalizes errors that persist for a long time, while the in-

tegral of square error (ISE) tends to penalize a large error. The 

integral of the absolute value of error (IAE) is relatively weighted 

for smaller errors and is less sensitive to the large errors. These 

can be described as Equation (18) to (20). 

𝐼𝑇𝐴𝐸 = ∫ 𝑡|𝑒(𝑡)|𝑑𝑡
ஶ


 (18) 

𝐼𝐴𝐸 = ∫ |𝑒(𝑡)|𝑑𝑡
ஶ


 (19) 

𝐼𝑆𝐸 = ∫ 𝑒(𝑡)ଶ𝑑𝑡
ஶ


 (20) 

Additionally, the settling time and maximum percent over-

shoot are used to evaluate the control performance [37]. The set-

tling time (Ts) describes the required time (seconds) to reach and 

stay within ±2% of the steady-state value. The maximum percent 

overshoot (Mo) defines the ratio of the response peak value to the 

steady-state response value. 

4.1 Assessment A: Nominal modes 

Assessment A was examined using the nominal models. When 

a tracking signal of −100 °C was applied to the system, the con-

trol performance of each controller was as depicted in Figure 10. 

The proposal, Case A, represented a good control performance 

overall. A little overshoot was allowed compared to Case B; how-

ever, it showed superior performance in the indices of ITAE, 

IAE, and ISE. The reason why Case A showed good performance 

was because the relatively large flow rates were swiftly con-

trolled. Case C required a large overshoot and a long settling 

time. The flow rate for all cases stabilized at 152.3 kg/h over the 

time. Figure 10 shows the setpoint response results. 

(a) Temperature 

(b) Mass flow 

Figure 10: Setpoint response results 

When a disturbance was applied to the system, Case C showed 

better control performance than Case B. Case B provided com-

petitive performance unlike the setpoint tracking case. In the case 

of the comparison with Case A, Case C allowed a larger over-

shoot. Case B rose to –92.8 from –100°C when a disturbance oc-

curred. However, Case A rose to –99.8°C showing a small over-

shoot. Considering the ITAE, IAE, and ISE, Case A provided 
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better control performance than Case C. The flow rate for all 

cases was also stabilized with the same value in the setpoint re-

sponse. Figure 11 depicts all the results of the disturbance re-

sponses. Table 7 provides the summary of the response results 

for the setpoint and disturbance. 

(a) Temperature 

(b) Mass flow 

Figure 11: Disturbance response results 

Table 7: Response results for setpoint and disturbance 

Case Ts Mo ITAE IAE ISE 

S
et

po
in

t 

Case 
A 

0.3 4.27 5,028.00 2.51 20.44 

Case 
B 

1.6 0.00 30,009.75 15.00 170.00 

Case 
C 

2.5 6.09 32,438.19 16.19 138.33 

D
is

tu
rb

an
ce

 

Case 
A 

0.0 0.18 2,327.26 0.58 0.03 

Case 
B 

6.9 7.38 308,236.0 76.65 226.22 

Case 
C 

0.0 1.01 9,182.23 2.29 0.97 

4.2 Assessment B: Uncertainties with a gain +10% and 

time constant –10% 

This assessment reviewed the parametric uncertainties with a 

+10% gain and –10% time constant for the primary and second-

ary processes. The results were similar to Assessment A exclud-

ing presenting better performance in terms of the performance 

indices. In the setpoint response, the performance indices were 

good in the order of Case A, B, and C, as in Assessment A. In the 

case of the flow rate into the inline mixer, it requested 138.5kg/h 

of the liquified natural gas. Figure 12 describes the response 

trends of all cases in the setpoint tracking.  

(a) Temperature 

(b) Mass flow 

Figure 12: Setpoint response results 

Even when a disturbance was applied, the response results de-

scribed a tendency similar to that described in the setpoint. What 

is notable is that the overshoot value in Case B increased slightly 

compared to Assessment A, unlike in the other cases. The de-

tailed values are shown in Figure 13. The summary of all results 

for the setpoint tracking and disturbance rejection is shown in 

Table 8. 
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(a) Temperature 

(b) Mass flow 

Figure 13: Disturbance response results 

Table 8: Response results for setpoint and disturbance 

Case Ts Mo ITAE IAE ISE 

S
et

po
in

t 

Case 
A 

0.0 1.83 4,081.11 2.04 15.51 

Case 
B 

1.2 0.00 27,383.05 13.64 128.50 

Case 
C 

2.4 5.20 29,064.17 14.50 119.14 

D
is

tu
rb

an
ce

 

Case 
A 

0.0 0.18 2,328.16 0.58 0.04 

Case 
B 

6.7 7.67 307,257.3 76.41 230.15 

Case 
C 

0.0 0.85 7,893.52 1.97 0.68 

4.3 Assessment C: Uncertainties with a Gain –10% and 

Time Constant +10% 

This assessment resulted in overall performance degradation 

compared to the nominal model. In the case of setpoint tracking 

from the other assessments, Case B showed better performance 

than Case C, but the opposite trend occurred in this evaluation. 

In other words, Case C presented a good performance from the  

perspective of the ITAE, IAE, and ISE. However, in terms of the 

setting time and overshoot, Case B still performed better than 

Case C. Case A depicted good performance, but it allowed for 

performance degradation compared to the nominal model. The 

details are described in Figure 14. 

(a) Temperature 

(b) Mass flow 

Figure 14: Setpoint response results 

Even when a disturbance was applied, overall performance 

degradation occurred rather than the response of the nominal 

model. The flow rate requested in the system was 169.15 kg/h, 

which resulted in a significant increase compared to the 152.3 

kg/h required for the nominal model. It is noteworthy that Case 

A had little change in performance in the case of a disturbance 

rejection. Figure 15 explains what changes in the temperature 

and mass flow occurred with the disturbance in the system. The 

specific values are given in Table 9. 
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(a) Temperature 

(b) Mass flow 

Figure 15: Disturbance response results 

Table 9: Response results for setpoint and disturbance 

Case Ts Mo ITAE IAE ISE 

S
et

po
in

t 

Case 
A 

0.4 5.10 6,691.76 3.33 28.38 

Case 
B 

2.1 0.15 44,236.38 22.05 222.84 

Case 
C 

2.5 7.48 39,058.87 19.49 172.52 

D
is

tu
rb

an
ce

 

Case 
A 

0.0 0.18 2,326.39 0.58 0.04 

Case 
B 

7.2 7.02 309,548.1 76.97 221.02 

Case 
C 

0.0 1.22 11,145.32 2.78 1.48 

4.4 Assessment D: Disturbance with a Twice Gain 

In this assessment, a disturbance with a twice gain was used 

in the nominal models. In the case of setpoint tracking, only a 

disturbance rejection was reviewed, because it was the same sim-

ulation condition as Assessment A. Case A demonstrated an in-

crease in the ITAE, IAE, and ISE values at a rate almost equal to 

the gain size of the disturbance. The settling time was the same 

as 0 seconds, because the temperature rose within –98°C, but the 

overshoot increased by about two times. Cases B and C displayed 

relatively large increases in ITAE, IAE, and ISE, more than the 

size of the disturbance gain. Cases B and C represented overshoot 

values of about twice those in Case A. Figure 16 demonstrates 

the response curves of each case for the temperature and mass 

flow. The details are summarized in Table 10. 

(a) Temperature 

(b) Mass flow 

Figure 16: Disturbance response results 

Table 10: Response results for disturbance 

Case Ts Mo ITAE IAE ISE 

D
is

tu
rb

an
ce

 

Case 
A 

0.0 0.35 4,699.62 1.17 0.16 

Case 
B 

8.1 14.8 616,472.0 153.3 904.90 

Case 
C 

0.9 2.04 18,412.32 4.59 3.90 

5. Conclusion

In this paper, we proposed a cascade control by applying the 

IMC-based PID control and the genetic algorithm to design and 

tune controllers that showed good performance in both setpoint 
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tracking and disturbance rejection. From the simulation results 

for all assessment cases, our proposal guaranteed a fast settling 

time with small errors of ITAE, IAE, and ISE in the setpoint 

tracking. In addition, it showed better results than the setpoint 

tracking when a disturbance occurred, unlike Case B and Case C. 

For performance comparison with the proposed method (Case 

A), we applied these controllers (Case B) tuned by the IMC–

based PID control and direct synthesis and the fine-tuned con-

troller (Case C) tuned by the Tyreus–Luyben method. To analyze 

the performance of these controllers, we performed a simulation. 

These analyses were carried out by nominal models, ±10% para-

metric uncertainties for the processes, and a disturbance with a 

twice gain. 

(1) In Assessment A with the nominal models, Case A guar-

anteed good performance for the ITAE, IAE, and ISE. In 

addition, it provided a faster settling time than the com-

parative controllers in Cases B and C regardless of the 

setpoint tracking and the disturbance rejection. In terms 

of the mass flow required in the system for changing the 

temperature from –80 to –100°C, it requested the same 

value in all cases. In Assessment B with uncertainties 

with a +10% gain and –10% time constant for the pro-

cesses, all the cases showed a better performance for the 

temperature and mass flow compared to Assessment A. 

In addition, performance indices such as the settling time 

depicted better trends than Assessment A. As opposed to 

the condition of Assessment B, Assessment C considered 

a –10% gain and +10% time constant, showing the worst 

response results. The performance degradation was con-

firmed compared to Assessment A based on all perfor-

mance indices. 

(2) In Assessment D, there was a disturbance with a twice 

gain. That is, this evaluation was simulated based on the 

nominal model, and only the gain value of the disturbance 

was changed. Case A ensured good performance even 

when a disturbance was applied and showed a tendency 

to increase the ITAE, IAE, and ISE in proportion to the 

gain value of the disturbance. Cases B and C presented 

greater increases than the gain value applied to the dis-

turbance in the ITAE, IAE, and ISE. 

In future work, we will examine not only the contents of this 

study, but also varying more practicable processes. We will also 

confirm how much the performance and efficiency are improved 

by the simulations and the actual tests. 
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