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Abstract: Context recognition is a technology that acquires information about events based on information on various objects appear-

ing in images. To implement this, dense image captioning, which recognizes all objects in an image, is often applied. However, because 

this approach targets all objects, it provides status information, such as location or color, which is relatively less important to humans, 

and even static object information. To humans, this information is unnecessary because of its low readability. To solve this problem, 

we propose a Context Pair Network that describes only the context of an object based on visual relationship detection. The proposed 

model consists of a pair object module (POM) that extracts subjects, objects, and relationships and a pair embedding module (PEM) 

that creates a subject–predicate–object structure. The proposed POM detects objects corresponding to subjects and objects based on 

three RCNNs and matches the detected objects with subject–object (S-O) pairs. The PEM also generates sentences consisting of a 

subject–predicate–object using S-O pairs based on long short-term memory. Thus, the proposed model is capable of situational aware-

ness that provides only interactions between objects, unlike conventional captioning, which describes all the information indiscrimi-

nately. 
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1. Introduction 
Recently, heightened social interest in public order and daily 

safety has expanded into a security system for its management. 

Video equipment, such as CCTV, a traditional security medium, 

is still mainstream. However, because this surveillance system 

relies on human, a surveillance gap arises as the system increases 

in size. Therefore, research on unmanned surveillance systems is 

actively being conducted worldwide. Therefore, many artificial 

intelligent (AI) solutions offer object detection, tracking, and 

anomaly detection. However, there is a limit to the level of per-

formance that is comparable to that of humans. Recently, image 

captioning technology that describes the situation of an image as 

a natural language sentence has been introduced. 

Image captions, which understand the context of an image and  

express it in natural language, have recently attracted significant 

interest as a technology that fuses two different pieces of infor-

mation. In particular, this technology is very challenging because 

it aims at sentences equivalent to that of humans. Early image 

captions had a simple form of constructing sentence templates 

and inserting appropriate words [2][3][4]. However, since the in-

troduction of deep learning, image and language information can 

be combined and created without a separate template. Therefore, 

current image captioning can accurately and richly describe im-

ages based on the reasoning ability and massive datasets of deep 

learning. 

The modern image caption model consists of an area that in-

terprets images and an area that creates sentences similar to the 

characteristics mentioned above. This encoder–decoder model 
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uses convolutional neural networks (CNNs) to extract visual in-

formation and recurrent neural networks (RNNs) as decoders to 

generate sentences based on language information. The neural 

image caption (NIC) model [5] was the first image captioning 

model to use this structure. This model uses the Inception V3 

model as an encoder to extract visual feature vectors from images 

and a decoder designed with long short-term memory (LSTM) to 

generate sentences. Since then, image captioning has used robust 

object recognition networks as encoders or improved decoders 

using new model structures. Recently, transformers have been 

primarily used as decoders, and many studies have been pub-

lished [6]. 

Through this structure, image captioning can remove unneces-

sary information by providing information in sentences that is 

easy for humans to understand. Because the feature vector ex-

tracted by the encoder contains information about the entire im-

age, the sentences generated based on it tend to either contain 

information about the entire image or are based on the most 

prominent object. However, it is difficult to accurately express 

the information in a video with image capturing, which is output 

in only one sentence, because the video includes many objects, 

and each piece of information is often different. To solve this 

problem, Johnson et al. [1] proposed a dense image capturing 

technology that generates sentences for various objects in images 

by combining image captioning and object detection models. 

Dense image captioning creates descriptions for each object 

detected in an image, and considerable information can be ob-

tained from one image. The fully convolutional localization net-

work (FCLN) [1], the first dense image captioning model, detects 

objects present in images through faster-RCNN, extracts feature 

vectors of the objects, and generates sentences for each. Thus, 

information on the plurality of objects detected in one image can 

be expressed as individual sentences. However, because the ob-

ject recognition model included in the FCNL model extracts a 

region of interest suitable for the size of the detected object, it 

tends to output only local information regarding the target object 

as a sentence. In addition, dense image captioning provides local 

information such as object color and state. 

This indiscriminate information significantly assists in areas 

such as Q&A using images. However, this information is only 

necessary for domains that target implied information such as 

surveillance systems. Information regarding an active object in 

which two or more objects interact is required in a natural envi-

ronment. Generally, in natural language, these are referred to as 

subjects and objects. In addition, the mutual relationship corre-

sponding to the predicate can be defined in various ways. Visual 

relationship detection (VRD) classifies objects in an image into 

subject and object and derives a relationship between the two 

[18]. VRD can be used as the main information for image cap-

tioning and is an independently essential information. 

Therefore, to solve this problem, we propose a Context Pair 

Network (CPN) that describes only the context of an object based 

on VRD. The proposed model consists of a pair object module 

(POM) that extracts subjects, objects, and relationships and a pair 

embedding module (PEM) that creates a subject–predicate–ob-

ject structure. The proposed POM detects objects corresponding 

to subjects and objects based on three RCNNs and matches the 

detected objects with subject–object (S-O) pairs. The PEM also 

generates subject–predicate–object sentences using S-O pairs 

based on LSTM. Thus, the proposed model is capable of situa-

tional awareness that provides only interactions between objects, 

and not conventional captioning, which describes all information 

indiscriminately. Experiments were conducted using the Visual 

Genome (VG) dataset to verify the proposed model [16]. 

2. Related studies
2.1 Encoders in image captioning 

Image captioning is divided into two steps: an encoder that ex-

tracts a specific vector from an image and a decoder that gener-

ates sentences. In this structure, the feature vector of the image 

containing the object is required, not the class information of the 

object. Therefore, because image captions generally have an ob-

ject recognition model as an encoder, only the previous feature 

vector is used without using the result of the classifier of the 

model. Thus, the expressive power of the sentence is improved 

according to the performance of the encoder. Therefore, to im-

prove the accuracy of image captioning, a model that can accu-

rately classify various objects must be selected. 

As a representative object recognition challenge, the ImageNet 

Large Scale Visual Recognition Competition (IRSVRC) intro-

duced excellent deep learning models. In particular, the models 

of VGGNet [9], ResNet [10], Inception v3, and Inception v4 

[11][12] are primarily applied as encoders for image captions. 

The NIC model was constructed based on basic VGGNet. ResNet 

solves the gradient loss problem caused by the deepening of CNN 

layers through residual blocks and has been widely applied to 

image caption models. Object detection models such as RCNN 

and YOLO, which have relatively complex structures, have been 
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applied to a limited extent compared with existing object recog-

nition models owing to their object classification types and com-

putational efficiency. However, an image caption model that uses 

an object detection model capable of detecting small and various 

objects has been studied. Object detection models, such as YOLO 

[13][14] and faster-RCNN [15], are typically used as encoders. 

In particular, faster-RCNN has been widely used as an encoder 

because it can detect more precisely than YOLO and is relatively 

easy to modify. However, faster-RCNN has a disadvantage be-

cause the detection speed is relatively slow compared with that 

of YOLO. 

2.2 Dense image captioning 
Existing image captions provide concentrated information, be-

cause only one sentence is obtained from a single image. How-

ever, this approach results in loss of local information in surveil-

lance systems that capture a wide area. Hence, dense image cap-

tions acquire several captions from a single image. Therefore, it 

is necessary to provide a plurality of object information to the 

decoder during the encoder step. However, the trained model has 

limited capabilities, because the conventional approach feeds one 

feature vector to the decoder for the entire image. Methods for 

generating and inputting feature vectors by separating each ob-

ject unit from an image have been studied to solve this problem. 

Johnson et al. [1] applied an object detection model that out-

puts the location information of an object to input the feature vec-

tors of various objects present in the image. This FCLN extracts 

a feature vector corresponding to each object region by estimat-

ing the relative position of the image feature vector based on the 

position of the bounding box presented in faster-RCNN. This 

model performs individual captions based on the extracted fea-

ture vectors, thereby enabling captioning for each object. 

Yang et al. [7] and Li et al. [8] separately analyzed the context 

features from the entire image to obtain the background and con-

text information lost owing to feature extraction. This method has 

the advantage of being able to describe the interaction between 

an object and the surrounding space; however, it still has limita-

tions in outputting only local information. This limitation occurs 

because only extremely local information is provided to the de-

coder. Finally, only one object was acquired when feature vectors 

were added. To solve this problem, information on complex ob-

ject clusters must be provided. 

2.3 Visual relationship detection 
VRD is a technique for detecting the position of a pair of ob-

jects that have a relationship with each other among the objects 

existing in an image and the relationship between them. VRD de-

fines the relationship between two objects and one predicate that 

connects them, expressed in the form of <subject predicate, ob-

ject>, which is called a triplet. The relationship between objects 

is Action, Spatial, Preposition, and Comparative Verbs are clas-

sified into a total of five, and each object is classified into a class 

through an object detection model. 

Lu et al. [17] proposed an efficient relationship detection 

model by learning visual information such as external features of 

objects and the classification and relationship information of 

each object composed of natural language independently of each 

other. Zhan et al. [18] proposed a new network that can improve 

performance by simultaneously using unlabeled data for learning 

to improve the VRD performance in scenarios where the amount 

of data is insufficient. Recently, graph-based models have been 

proposed to extract object-level information by representing ob-

jects as nodes and predicates as edges by applying a graph struc-

ture to VRD [19]. In particular, Mi et al. [19] proposed an atten-

tion-based graph model that predicts relationships using the de-

pendencies between each triplet rather than the correlation be-

tween objects constituting the triplet. Thus, the model enabled 

the creation of a triplet-level graph rather than an object-level 

graph. 

However, because the VRD model outputs only the relation-

ship between objects in words, the amount of information that 

can be acquired is limited. In addition, the model cannot output 

results for unlabeled objects. In addition, while VRD outputs a 

relationship for all cases in which detected objects are paired, 

there is a limit in that the detection accuracy is relatively low be-

cause not all objects have a relationship. Therefore, VRD outputs 

information about an object as a sentence, as in image captioning. 

It must be combined with technology that can explain unlabeled 

data to compensate for its disadvantages. 

3. Proposed dense image captioning
3.1 Overview of the proposed method 

A completely unmanned surveillance system must be informed 

of all objects within the images acquired by CCTV. Dense image 

captioning creates a description for each detected object. How-

ever, this requires more information such as the color or position 

of the object. As a result, even detailed information about the 
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target object can be expressed, but only the surrounding infor-

mation is expressed, and not between objects. In this study, to 

solve this problem, we propose a CPN combined with VRD that 

outputs vital elements rather than generating descriptive sen-

tences. 

People generally require a subject, predicate, and object to de-

scribe a scenario. VRD includes relationships corresponding to 

this subject, object, and predicate. VRD can describe the scenario 

in its simplest form. The proposed CPN includes a POM that ex-

tracts subject, relation, and object information by combining 

VRD and a PEM that creates a subject–predicate–object struc-

ture. Figure 1 shows the structure of the proposed model. 

The proposed model uses MobileNet [24] to acquire feature 

vectors in the images. Algorithms with multiple stages, including 

areas of VRD, use well-learned object recognition models to eas-

ily acquire feature vectors in the images. This recognition model 

is known as the backbone. As previously mentioned, the perfor-

mance of the model is highly dependent on the performance of 

the backbone. However, modern object recognition models based 

on intense networks exhibit strong performance. However, clas-

ses are not required because VRD uses a separate language 

model. Therefore, the proposed model requires a lightweight 

backbone even if it is inaccurate. Therefore, MobileNet was se-

lected in this study. 

The two blue boxes in Figure 1 are POM and PEM, respec-

tively. The proposed POM detects the location of a sentence, re-

gion, subject, and object based on three faster-RCNNs. Moreo-

ver, the POM matches the proper subject and object. The region 

proposals derived through this process are pooled as feature vec-

tors through the region proposal network (RPN). The PEM then 

projects this feature vector using a fully connected (FC) layer and 

generates a subject–predicate–object sentence composed through 

LSTM. Thus, the relationship between the subject and object can 

be described. 

3.2 Proposed the pair object module 
The existing VRD detects the area of the relationship by find-

ing the union of the two, including the subject and object. These 

unions are difficult to learn because they do not exist in real da-

tasets. To solve this problem, most studies have used a method of 

matching GT first by using the characteristics between the S-O 

pair and the region, which is the region of a sentence. Although 

this approach is intuitive and logically correct, it has limitations 

owing to the need for datasets to learn it. In addition, because 

object detection models such as the RCNN series are used sepa-

rately, detecting all objects and individually matching them is re-

quired. 

The proposed POM uses two tasks to recognize subjects, ob-

jects, and domains while reducing these uncertainties. First, the 

module minimizes the size of the detection area. It simultane-

ously increases clarity by detecting the region that is the object 

of description rather than the union. Second, the accuracy of the 

S-O pair is increased by matching the detected subject and object 

based on the region. These two processes are the RPN and match-

ing algorithm in Figure 1. 

The proposed POM first inputs feature vectors processed in 

Figure 1: Architecture of the proposed context pair network 
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the backbone into three pairs of RPNs. It comprises an RPN that 

detects regions and an RPN that detects subjects and objects. 

These three networks have the same structure but independent 

weights. Unlike the RPNs of S and O, which detect objects, R 

detects areas; therefore, its accuracy is relatively low and its size 

is large. These three networks learn through multi-task learning. 

Because the detected S-O and R are independent of each other, 

matching is essential. The proposed POM selects as many candi-

dates as the number of cases in which all the detected S's and O's 

could be matched. Furthermore, it creates a union between the 

candidates. The POM matching algorithm analyzes unions and 

regions to determine S-O pairs. This matching process identifies 

the degree of overlap through the intersection over union (IOU) 

and filters through a threshold. Unlike conventional methods, 

this method maintains the form of a dataset that generates actual 

sentences and simultaneously inputs S-O pairs. 

3.3 Pair embedding module 
Basic VRD transforms an RCNN's RPN to classify subjects, 

objects, and relationships, such as object recognition. However, 

object recognition classes can represent multiple objects as single 

representative objects. However, the number of words used for 

text is large because of derivatives such as synonyms. Therefore, 

it is difficult to classify them into classes. In the proposed PEM, 

a language model is separately trained using LSTM to solve this 

problem. Through this, more diverse words can be learned com-

pared with existing methods, and even exceptional cases, such as 

derivatives, can be covered. 

Figure 2 shows the structure of the proposed PEM. The POM 

receives the features pooled from POM as input, as shown in Fig-

ure 1. Because networks that receive feature vectors from other 

models have different dimensions at the front and back, it is nec-

essary to match them. In particular, it is essential in the case for 

a non-dimensional layer, such as LSTM or FC. Because the POM 

has three feature vectors, they must be matched to the same size. 

Therefore, a projection network composed of FC layers is typi-

cally inserted. This network does not simply match the size but 

also normalizes the results to transform them such that they can 

be processed in a later network. In the proposed POM, the size is 

changed to 512 through two FC layers and concatenated with 

each other. 

The decoder that creates the sentence uses LSTM. Techniques 

such as image captioning, which describes visual features, use an 

initial injection method to preemptively process feature vectors 

before generating sentences through LSTM. The initial injection 

m ethod preprocesses and conceals the feature vector through one 

LSTM cell before inputting '<Start>,' a token that starts a sen-

tence. Recently, the parallel injection method, which inputs the 

input at the output moment of each word, has been widely used. 

The parallel injection method is more robust against memory 

vanishing, which occurs in a longer sequence than in the initial 

injection method. However, because the PEM outputs short 

three-word sentences, the memory vanishing problem does not 

Figure 2: Structuue of the pair embedding module 
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occur. Therefore, this module uses a relatively lightweight initial 

injection method. 

4. Experiment and result
4.1 Datasets and preprocessing 

This study verified the proposed model using the VG dataset 

[16]. The VG dataset was built to extract more complex infor-

mation from images beyond simple object recognition, such as 

dense image capture, visual question answering (VQA), and re-

gion graphs. Three versions of the VG dataset are currently open: 

VG 1.0, VG 1.2, and VG1.4. In this study, VG 1.2 was used for 

training and verification. The VG 1.2 dataset contains 108,249 

images, approximately 4,100,000 sentences, and 2,300,000 rela-

tional data. Because not all image regions have a relationship, 

only regions with a relationship attribute are extracted first 

among all regions. Each region includes one sentence, the subject 

and object that compose the relationship, and their relationship 

information. A total of 85,200 images remaining after this pro-

cess were used for learning and verification. The training and val-

idation test data classification was assigned to 75,456 training, 

4,871 validation, and 4,873 test data, as presented in [1]. 

All processes of the proposed model were conducted in Py-

thon, and the network was implemented through the PyTorch 

framework. 

4.2 Experiment and result 

The proposed model detects the subject, object, and region 

through the POM to recognize the context of the image and cre-

ates a subject–predicate–object structure through the PEM. This 

model aims to create appropriate positions and pairs of subjects 

and objects and generate correct sentences. Unlike general VRD, 

the proposed model cannot use BLEU, which compares the 

Figure 3: The result of proposed model 
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matching of consecutive words. Therefore, in this study, we 

demonstrated the performance by qualitatively comparing the 

mAP, which is the matching accuracy of the bounding box and 

sentences. 

 Figure 3 shows the S-O pairs detected using the GT and 

POM. (a) and (c) in Figure 3 represent the GT, and (b) and (d) 

show the results. Because the GT is a box in a region, only one 

box was created. Therefore, two objects were detected in each 

area, and could be considered a subject and an object, respec-

tively. In Figure 3, we observe that two S-O pairs were matched 

in all areas. In particular, in Figure 3(b), the green box was cap-

tured as the background, not the object. This phenomenon oc-

curred because the dataset not only treats objects as objects in 

sentences but also uses features such as roads and buildings as 

objects. Because of these characteristics, the model can provide 

more detailed descriptions. Moreover, in Figure 3(d), only the 

surrounding objects were designated neatly. We can qualitatively 

confirm that the S-O bond was appropriately matched in the ac-

tual image, as shown in Figure 3. 

Table 1 compares the evaluation indices of each model trained 

with the VG dataset to compare the performance of the proposed 

model with recent dense image captioning models. Dense image 

capturing models are designed for different purposes, and the 

preprocessing process still requires to be unified. Therefore, sim-

ple numerical comparisons differ depending on the number of 

classes or size of the matched data. The mAP scores in Table 1 

show that the proposed model obtained the highest score 

(11.3 %). 

Table 1: Results of mAP score by models on the dataset 

Model mAP (%) 
FCLN [1] 5.39 

CAG-NET [21] 10.51 
T-LSTM [7] 9.96 
COCG [8] 8.90 

Proposed model 11.3 

5. Conclusion
In this paper, we propose a CPN that describes only the inter-

actions between objects without indiscriminately describing all 

information. The proposed model consists of a POM that detects 

subjects, objects, and regions and a PEM that generates them as 

sentences. Using this model, captioning that describes only the 

scenario of an object is possible by improving the existing dense 

image captioning, which provides a large amount of unnecessary 

information. The performance of the proposed model was com-

pared and evaluated using the mAP. The mAP exhibited a high 

performance of 11.3%. 

Through this study, we expect that relationships between ob-

jects can be explained more accurately with expressive sentences 

in the field of dense captions in the future.  
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