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Abstract: Previous studies of reliable server assignment considered only to assign the same cost of server, that is, homogeneous servers. In this paper, 

we generally deal with reliable server assignment with different server costs, i.e., heterogeneous servers. We formulate this problem as a nonlinear 

integer programming mathematically. Our problem is defined as determining  a deployment of heterogeneous servers to maximize a measure of 

service availability.  We propose two metaheuristic algorithms (tabu search and  particle swarm optimization) for solving the problem of reliable 

server assignment. From the computational results, we notice that our tabu search outstandingly outperforms particle swarm optimization for all test 

problems. In terms of solution quality and computing time, the proposed method is recommended as a promising metaheuristic for a kind of 

reliability optimization problems including reliable sever assignment and e-Navigation system. 
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Nomenclature 

α                 critical service level i.e., predetermined fraction 

of the operational  nodes 

  K                  number of simulation replications using Crude 

Monte Carlo  sampling to calculate CSR 

  n                   number of nodes 

 ic                cost of deploying and maintaining a server at node 

i  

iii rsrnre   , ,    reliability of edge,  node, and server, respectively 

 is                   binary server assignment decision variable  

indicating whether a server is assigned  to  

node i  ( 1is  ) or not  ( 0is ) 

 C                   budget limit 

  iter                number of iterations of tabu search  

 Stopiter         the predetermined maximum number of iterations 

 0x                  initial feasible solution 

 cx                  current  solution  

bfx                  best  feasible solution found so far 

infbx                best  infesible solution found so far 

 

Acronums 

RSA               reliable server assignment  

TS                  tabu search 

PSO               particle swarm optimization 

CSR               critical service rate defined in Konak et al. [1] 

ACO              ant colony optimization 

CSA              clonal selection algorithm 

 

1.   Introduction 

RSA problems in networks are defined as determining a 

deployment of servers to maximize a measure of service 

availability as follows. 

Maximize  z = CSR  

                       s.t   Csc i

n

i
i 

1

 

                         1}  ,0{is                                                         (1) 

where is is the binary server assignment decision variable 

indicating whether a server is assigned to node i  ( is =1) or not 

( is =0).  The reliability measure of CSR (critical service rate)  
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is originally proposed by  Konak et. al. [1]. They defined the CSR as 

the probability that more than a predetermined fraction (α) of 

the operational nodes have access to at least one server in case 

of a component failure.   

The CSR is as follows: 
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S                                (2) 

where X denotes a state vector of the network such that at least 

one node is operational, )|( SXi =1 if there exists at least one 

path between node i and a server node, and )|( SXi =0 

otherwise, )(Xiv =1 if node i is operational in state X , and 

)(Xiv =0 otherwise. The CSR measure defined in (1) considers 

reachability of servers only by operational nodes because it is 

assumed that , when a node fails, the users of that node cannot 

access network services. In practice, a network continues to 

operate even though several of its nodes fail or become 

disconnected, and CSR takes into account this operational 

aspect of networks. The RSA problem defined in this paper is 

closely related with the p-median problem. The deterministic p-

median problem was originally proposed by Hakimi [2]. Several 

authors([3]-[8]) dealt with the reliable p-median problem, which is 

concerned with the service unavailability due to the infrastructure 

disruptions or component failures. The network reliability 

optimization problems are known as NP-hard [9]. 

Melachrinoud is et al. [5] suggested a similar problem on tree 

networks with unreliable edges. Note that, unlike general 

networks as considered in this paper, on a tree network, it is 

computationally feasible to compute this objective function. 

    In the meanwhile, Eiselt et al. [10] proposed the reliable p-

median problem on general networks. However, they dealt with 

a case of when only a single edge failure is considered at a time 

and  extended this approach to networks with unreliable nodes. 

Berman et al. [11] suggested a reliable p-median on distribution 

networks to minimize the expected amount of satisfied demand. 

Nakaniwa et al. [12] considered the optimal mirror Web server 

assignment problem   considering   reliability.   In  this  problem,  

edges  are perfectly reliable and nodes are subject to failure. 

The RSA  problem with the new reliability measure of CSR was 

solution methods by three nature-inspired metaheuristics, that is, 

ACO,  PSO,  and CSA.  

However,  the server cost ic  was fixed  to the same value of 

c for all servers in Konak et al. [1]. That is, they dealt with only 

the case of homogeneous severs. In this paper, we generally 

tackle the above RSA problem with the different value of  ic ’s  

for each node of server, i.e., heterogeneous servers.  We also 

propose two metaheuristic algorithm (TS and PSO) for solving 

the RSA with heterogeneous servers. From computational 

results, we noticed that TS outstandingly outperforms PSO for 

all test problems. 

The rest of this paper is organized as follows. Two metaheuristic 

algorithms for solving the RSA problem is developed in Section 2. In 

Section 3, we illustrate three examples of the RSA problem. In 

Section 4, we evaluate the performance of two proposed algorithm 

through the computational efforts. Finally, conclusions and future 

research are discussed in Section 5. 

 

2.   Solution Methods 

Konak et al. [1] developed three metaheuristic algorithms for 

the RSA problem, that is, ACO, PSO, and CSA. In this paper, 

we propose an efficient TS for the RSA problem. Also we 

compare our TS with PSO which is the best for this problem in 

the literature. 

2.1 TS Algorithm  

The TS algorithm, first proposed by Glover [13], is a 

metaheuristic method to expand its search beyond local 

optimality using adaptive memory. The adaptive memory is a 

mechanism based on the tabu list of prohibited moves. The tabu 

list is one of the mechanism to prevent cycling and guide the 

search towards unexplored region of the solution space. The TS 

generally adopts the penalty function to allow to explore the 

search towards the attractive infeasible region. The TS has been 

successfully applied to many combinatorial optimization 

problems such as vehicle routing problems, travelling salesman 

problems, time tabling problems, and resource allocation 

problems, etc. 

General steps of TS  

The general steps of TS can be summarized as follows: 

 

Step 0: (Initialization) Set iter=0, and initialize tabu list. 

Step 1:  Randomly generate the initial solution 0x .  

             Set  0xxc   and cbbf xxx  inf .  

Step 2: a. Set iter=iter+1.  
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                Generate the neighborhood of the current solution cx  

by the defined move.  

b. Select the best neighborhood which is not in the tabu 

list. Store it as the new current solution cx . Update 

the tabu list. 

Step 3: If cx
 
is feasible, then go to step 4. 

             Else go to step 5. 

Step 4: If ),()( bfc xCSRxCSR   then set ,cbf xx   

 iter=0, and initialize the tabu list. Go to step 2.a.    

             Else go to step 6.                                                

Step 5: If )()( infbpcp xCSRxCSR   then ,inf cb xx    

iter=0, and initialize the tabu list. Go to step 2.a.                   

Step 6: If iter > Stopiter, then go to step 7.  

             Else go to Step 2.a. 

Step 7:  (End) Stop with the best feasible solution found so far. 

 

Penalty function 

TS generally adopts the penalty function to allow to explore the 

search towards the promising infeasible region. Our TS adopts 

the following penalty function pCSR  (see [14]) to handle the 

budget constraint ( C ). 
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The exact computation of CSR is intractable for the size of 

the problem studied in this paper. Therefore, Crude Monte 

Carlo simulation is used to evaluate the objective function of 

solutions created by the metaheuristic approaches.  

 

Defined move to generate the neighborhood  

There are the following types of  defined move in our TS. 

i) Adding a server node to the current solution      

ii) Subtracting a server node from the current solution 

iii) Replacing a server node with other nodes 

2.2 PSO Algorithm 

PSO is a computational intelligence metaheuristic, originally 

developed by Kennedy and Eberthart [15][16], which was 

inspired by social behavior of  fish schooling or bird flocking. 

Like evolutionary and genetic algorithms, PSO is a population-

based search algorithm, i.e., it moves from a set of solutions 

(particle’s positions) to another set of solutions. The particles 

move through a D-dimensional space and each particle has a 

velocity that acts as an operator to obtain a new set of solutions. 

The particles adjust their movements depending on both their 

own experience and the population’s experience. At each 

iteration a particle moves in a direction computed from its best 

visited position and the best visited position of all the particles in its 

neighborhood. Among the several variants of PSO, the global 

variant considers the neighborhood as the whole population, called 

the swarm, which enables the global sharing of information.        

The basic elements of the PSO techniques are particle, 

population, velocity, inertia weight, individual best, global, learning 

coefficients and stopping criteria. We refer interested readers to 

Konak et al. [1] for the detailed steps of PSO for the RSA problem. 

 

3.   Examples 

3.1 Example 1 

For example 1, consider the following network in Figure 1.    

 

 

Figure 1: Network structure 

 

The input data are given by 

Node      1         2         3           4          5           C  

   ic        2         3         2          3           2             6 

  irs      0.75    0.8      0.75      0.8      0.75        

where ire  =0.8  and irn =1.0. 

Our problem is as follows:           

   Maximize  z = CSR  

                     s.t   623232 54321  sssss  

                                    1}  ,0{is
 

 

 
The reliability ire  of each edge is 0.8. In this example, we 

noticed that the global optimal solution is {1, 3, 5} in Figure 2. 

The value of CSR is 0.95194. The value of  K, α,  and Stopiter 

are 8000, 1.0, and 5, respectively. Our TS is executed on 

1

2

5 

4 
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compatible with a Pentium IV 3.0 GHz. The computing time is 

0.987 seconds. 

 

Figure  2: The optimal solution of TS 

 

3.2 Example 2 

The input data are given by 

Node     1      2      3      4      5      6       7       8       9      10      11      C  

ic        3      4      5       3      4      5       3       4       5       3        4         9 

irs   0.75   0.8  0.85  0.75  0.8  0.85  0.75   0.8   0.85  0.75    0.8   

The example 2 is same to Konak et al. [1] (Figure 3). 

 

 
Figure 3: The network structure of  Konak et al. [1] 

 

Our problem is as follows:    

          Maximize  z = CSR  

 s.t  

743543543543 1110987654321  sssssssssss

   1}  ,0{is  

 

Figure 4: The optimal solution of TS
 

The optimal server node is {1, 8} shown in Figure 4, and 

the value of CSR is 0.67475.  The value of  K, α,  and Stopiter 

are 8000, 1.0, and 5, respectively. The computing time is 3.735 

seconds. 

To evaluate the performance of our TS for the general RSA 

problem with different costs of deploying each server, we 

employed  the same cost of each server for Konak et al. [1]. For 

example,  the input data for  the case of   α=0.9  are given by  

 

 Node     1    2    3    4    5    6    7    8    9    10    11           C  

   ic      2    2    2    2    2    2    2    2    2     2      2               4 

 

The global optimal solution of  Konak et al. [1] is either {5, 

11} or {7, 8} with the exact CSR =0.975395. We noticed that 

our TS finds one of the global optimum successfully. 

3.3 Example 3 

The  example 3 was  randomly generated as Figure 5. The size 

of node(n) is 20, and the input data are given in Table 1. 

The problem is as follows :      

       

         Maximize  z = CSR  

                            s.t   12
20

1



i

i
i sc  

                                 1}  ,0{is  

 

 

Figure 5:  Randomly  generated  network (n=20)

 

:Server 
node 

1 3 5 

2 4
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Table 1:  The input data of example 3 

Node     1     2     3     4     5     6     7     8     9    10    11   12    13    14    15    16   17    18    19    20             C       

   ic      3     4     5     6     3     4     5     6     3      4      5     6      3      4     5      6      3     4      5      6               12  

 irs    .75   .8   .85   .9   .75   .8   .85   .9   .75    .8    .85    .9   .75    .8   .85    .9    .75   .8    .85    .9 

 

 

 

Figure 6: The optimal solution of TS  

 

The optimal server node is {1, 5, 9, 17} shown in Figure 6, 

and the value of CSR, the measure of reliability, is 0.95104. 

The value of  K, α,  and Stopiter  are 8000, 1.0, and 5, 

respectively. The computing time is 313.75 seconds. 

 

4.    Computational Results  

To evaluate the performance of TS and PSO, we conducted 

the computational experiments for three examples of the 

Section 3. Each example was composed of 80 test problems, 

totally 240 test problems. Two algorithms (PSO and TS) were 

coded in C/C++ programming language, and experiments were 

performed on a Pentium IV 3.0 GHz PC. Performances of PSO  

and TS are assessed in terms of the following average relative 

error (A), maximum relative error (M), optimality rate (O) and 

average execution time (T). 
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M , for  j=1, 2 …, 10 

O = the number of times (out of 10 problems) that each 

method yields the best solution. 

jR = the system reliability (CSR) obtained by each method for 

each test problem j. 

*
jR = the best system reliability obtained by both of PSO  

and TS. 

    In our experiments, the stopping criterion of TS was defined 

as 5 iterations without finding an improvement in the best 

feasible solution, and PSO generated 300 populations for the 

initial solution. Each method was applied 10 times with 

different starting initial solution for each test problem. 

    The computational results for example 1, example 2, and 

example 3 are summarized in Table 2, Table 3, and Table 4, 

respectively. From the computational results for example 1, 

PSO was same to TS in terms of the quality of the solution, 

even though the computing time of PSO was almost 6 times as 

much as that of TS. However, for example 2 and 3, the 

performance of PSO was very poor than that of TS in terms of 

the quality of the solution and computing time. From the 

computational results, we noticed that our TS outstandingly 

outperforms PSO for all test problems. 

 

5.    Conclusions 

Konak et al. [1] originally proposed the RSA problem using 

the new reliability measure of CSR. They also suggested the 

solution methods by three nature-inspired metaheuristics, that 

is, ACO, PSO, and CSA. However, the server cost ic  was 

fixed to c for all servers in Konak et al. [1]. That is, they 

considered only the case of homogeneous severs of the RSA 

problem. In this paper, we generally tackled the above RSA 

problem with different  ic ’s  for each node of server, i.e., 

heterogeneous servers, and proposed an efficient TS for the 

RSA problem. Also we compared our TS with PSO, which is 

the best for this problem in the literature, in terms of the quality 

of the solution and the computing time. From the 

computational results, we noticed that our TS outstandingly out 

performs PSO for all test problems. 

In terms of solution quality and the computing time, our TS 

is recommended as a promising metaheuristic for a kind of 

reliability optimization problems including the RSA problem.  

Table 2:  Computational results for example 1 
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No. (n,  rn,  α,  re) 
PSO TS 

A M O T A M O T 

1 (5, 1.0, 0.9, 0.8) 0.0 0.0 10/10 6.74 0.0 0.0 10/10 1.75 

2 (5, 1.0, 0.9, 0.9) 0.0 0.0 10/10 6.35 0.0 0.0 10/10 1.67 

3 (5, 1.0, 1.0, 0.8) 0.0 0.0 10/10 6.69 0.0 0.0 10/10 1.72 

4 (5, 1.0, 1.0, 0.9) 0.0 0.0 10/10 6.44 0.0 0.0 10/10 1.66 

5 (5, .95, 0.9, 0.8) 0.0 0.0 10/10 6.66 0.0 0.0 10/10 1.75 

6 (5, .95, 0.9, 0.9) 0.0 0.0 10/10 6.39 0.0 0.0 10/10 1.65 

7 (5, .95, 1.0, 0.8) 0.0 0.0 10/10 6.67 0.0 0.0 10/10 1.72 

8 (5, .95, 1.0, 0.9) 0.0 0.0 10/10 6.37 0.0 0.0 10/10 1.66 

 

Table 3:   Computational results for example 2 

No. (n,  rn,  α,  re) 
PSO TS 

A M O T A M O T 

1 (11, 1.0, 0.9, 0.8) 0.0016 0.0074 3/10 19.16 0.0 0.0 10/10 10.63 

2 (11, 1.0, 0.9, 0.9) 0.001 0.0029 2/10 18.47 0.0 0.0 10/10 10.90 

3 (11, 1.0, 1.0, 0.8) 0.0747 0.1262 4/10 19.13 0.0 0.0 10/10 10.80 

4 (11, 1.0, 1.0, 0.9) 0.069 0.0805 1/10 18.32 0.0 0.0 10/10 10.27 

5 (11, .95, 0.9, 0.8) 0.0039 0.0316 3/10 18.46 0.0 0.0 10/10 10.60 

6 (11, .95, 0.9, 0.9) 0.0041 0.0072 4/10 17.83 0.0 0.0 10/10 9.83 

7 (11, .95, 1.0, 0.8) 0.0585 0.1197 5/10 18.19 0.0 0.0 10/10 10.10 

8 (11, .95, 1.0, 0.9) 0.027 0.0934 7/10 17.69 0.0 0.0 10/10 9.77 

  

Table 4:   Computational results for example 3 

No. (n,  rn,  α,  re) 
PSO TS 

A M O T A M O T 

1 (20, 1.0, 0.9, 0.8) 0.0353 0.0388 0/10 147.32 0.0194 0.0324 4/10 57.5 

2 (20, 1.0, 0.9, 0.9) 0.0117 0.0128 0/10 139.4 0.0038 0.0128 7/10 75.39 

3 (20, 1.0, 1.0, 0.8) 0.0523 0.0964 1/10 147.98 0.0 0.0 10/10 55.03 

4 (20, 1.0, 1.0, 0.9) 0.0173 0.0373 2/10 140.1 0.0 0.0 10/10 56.85 

5 (20, .95, 0.9, 0.8) 0.0606 0.0763 0/10 134.6 0.0 0.0 10/10 62.61 

6 (20, .95, 0.9, 0.9) 0.0291 0.0452 2/10 134.32 0.0 0.0 10/10 51.48 

7 (20, .95, 1.0, 0.8) 0.0617 0.0968 1/10 145.31 0.0 0.0 10/10 56.38 

8 (20, .95, 1.0, 0.9) 0.0845 0.1129 0/10 131.83 0.0 0.0 10/10 56.77 

 

To achieve a better solution quality, the development of 

more powerful metaheuristics and hybrid metaheuristics for  

the RSA problem would be performed in the future research. 
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